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An Exploration of the Philosophy of Sufism Which Guides the Characters Within “The
Forty Rules of Love” By Ahmad Adnan

Abstract

This research utilizes the hypothetical tenets of Sufism and the real-life effects through
history and bridges the gap to analyze Ella and Rumi’s spiritual journey. The broader knowledge
gained from the effects of spirituality outside the novel constructs a collective knowledge of
societal norms. This leads to the capability to tackle usual gender or cultural stereotypes, such as
in the case of Ella’s openness to spirituality and Rumi’s sabotage of his own reputation to grow
spiritual awareness (Anjum, 2006). It would demonstrate multiple interactions between the tenets
of Sufism and the progression of spiritual awareness.

Introduction

This essay will aim to explore “How does the implication of tenets of Sufism present in
the parallel narrative transform the characters of “The Forty Rules of Love” by Elif Shafak?”
The essay will seek to analyze the role of the primary tenets of Sufism, renouncing worldly
matters, attributes, and desires and purifying oneself, as well as secondary tenets which are
taking over God’s qualities to slowly achieve an annihilation of the personality, and gaining
oneness with God in progressing the spiritual journey of Ella and Rumi. Sufism in the wider
context of Islam is a specific mystic body that focuses on spirituality (Schimmel, The Path). This
research will identify the characters’ current position along the path of enlightenment, and
highlight their respective growth using literary devices and chronological position. Furthermore,
to strengthen the credibility of the claim, this research will view the two simultaneously running
plotlines together to discover a plethora of commonalities and strengthen the effect of the tenets
of Sufism.

This essay will focus on the reoccurring motifs and symbols that exist between the
simultaneously running plotlines to aid in effectively viewing the decomposition of significant
events in the characters’ respective spiritual journeys. Utilizing this decomposition, a lens of a
formalist archetype and assuming the individual stages of the tenets of Sufism to the individual
spiritual level of Ella and Rumi. While these commonalities of acting upon the same ideal
Sufistic path, can be used to identify the magnitude of effect of the tenets, it generally lacks the
reference to the wider context of Sufism in Islamic beliefs. As a result, further research was done
to effectively contextualize the real-life effects of the tenets. The research led to a consultation of
Tanvir Anjum’s “Sufism in History and its Relationship with Power,” to illustrate how the tenets
affect people in history. This allows the essay to utilize the formalist lens effectively, since the
tenet’s effect can confer exactly with anecdotes in historical records, strengthening its legitimacy.

Primary Tenets of Sufism

Before this essay explores Shafak’s use of a parallel narrative to highlight the
significance of the tenets of Sufism in inciting evolution in the characters’ spirituality such as in
the case of modern-day wife and mother Ella and thirteenth-century mystical poet and scholar



Mawlana Jalal al-Din Muhammad Rumi as depicted in the Sweet Blasphemy, it is necessary to
understand the path of Sufism which contextualizes the spiritual journey of the characters. It is
generally regarded that Sufis undergo a standard course to achieve “fana (“annihilation”),
primarily an ethical concept of annihilating one’s own qualities,” (Schimmel, The Path) in order
to exhibit the qualities of God. Abiding by the tenets of Sufism of abandoning one’s own
material possessions, purifying the soul through means of worship, contemplation, and
connection with God, and finally accepting God’s qualities over your own would allow the
murid, student, to transcend past temporal worries and achieve a higher spiritual status.
Schimmel suggests that “the ecstatic experience, called intoxication, is followed by the “second
sobriety” - i.e., the return of the completely transformed mystic into this world where he acts as a
living witness of God” (Schimmel, The Path) can be utilized to view the spiritual journey of the
characters in the novel through transformative motifs and spiritual diction. This chapter will
specifically discuss the primary tenets of Sufism, a renunciation of worldly matters and its effect
on the purification of the soul, to represent the path taken by the murids, Ella and Rumi, through
the lens of Sufism as a whole.

Shafak introduces the integration of the tenets of Sufism in Ella’s life by showing how
the renunciation of worldly things incites changes in priorities. The extended metaphor of Ella’s
monotonous routine represents constraints due to the typical demands of society, especially that
of a maternal figure who must tend to the needs of her children, and husband, and work before
herself, which allows Ella to question her usual conformation to these societal and gender norms.
Consequently, it leads to an abandonment of the security of routine, in favor of uncertainty. As a
result of this realization and multiple interactions with Aziz about the nature of spirituality and
its growing role in her life, she monologued about if “she look[ed] younger? Prettier? Or perhaps
more full of life? She could not see any difference. Nothing had changed, and yet nothing was
the same anymore” (Shafak, 2009, p. 117). The creation of a semantic field of the words
"younger, prettier, and full of life” portrays an overall reference to the primary preoccupation,
that being worldly matters such as appearance and societal perception of oneself. It also
references Ella’s cultural context as the semantic field highlights what her society deems to be
most important for a woman to conform to. Her later statement that “nothing was the same
anymore” juxtaposes the immense importance of gender norms that she previously felt,
indicating a change in the change in priorities for her life by shifting the diction of the realization
from appearance to spiritual uncertainty. Her differences in reaction to the positive changes in
spirituality directly signify her changes in priorities by relinquishing attention to gender norms
and accepting spirituality itself.

The parallel narrative nature of the story strengthens the hypothesis of the implication of
the tenets of Sufism in spiritual evolution as Rumi, fictionally depicted in “Sweet Blasphemy,”
undergoes a similar path to Fana as Ella. Before meeting Shams, Rumi was already an
accomplished scholar and imam who conveyed the messages of God to many others. However,
he realized his lack of spiritual awareness after his interaction with Shams, which caused a
change in priorities similar to Ella's. Shams had asked Rumi, “Of the seven stages, which stage



are you at? And do you think you have the heart to go further, till the very end? Tell me, how big
is your cup?” (Shafak, 2009, p. 111). The repetition of questions that Shams provides Rumi
alludes to an overall lack of spiritual understanding, and simply being knowledgeable about
Islam, may not be enough to truly be close to Him. It also creates the imagery of a path, alluding
to the overarching path of the Sufistic tenets to achieve oneness with God and how first Rumi
must be aware of his lack of spirituality in order to start following the tenets, with the first being
to change priorities away from status and reputation. The symbol of the cup signifies this void of
spiritual understanding, yet also the capability to achieve fulfillment.

This integration of the tenets of Sufism is further highlighted when Shams gives Rumi the
task of obtaining alcohol to ruin his flawless reputation to gain a greater understanding of
“spiritual growth [and how it] is about the totality of our consciousness, not about obsessing over
particular aspects” (Shafak, 2009, p. 160). The synecdoche of “our” represents the position of
spirituality in all planes of existence and its effect on all. While this is demonstrated through
Shams’ interactions with Hasan the Beggar, Desert Rose the Harlot, and Suleiman the Drunk to
guide them on their respective paths to enlightenment, it is especially prevalent for Rumi. Being
linear in his approaches to obtaining higher levels of spirituality, Rumi experiences a trade-off
that imbalances the priorities of closeness with God and with that of human judgment,
reputation, customs, and traditions. Hu suggests that viewing the importance of one's path to
spiritual enlightenment above material goods and attributes shifts priorities to embody the tenets
of Sufism (Hu, n.d.). This becomes a clear indication of changing priorities as portrayed by
Rumi’s acceptance of completing the task.

As Ella and Rumi further accept spirituality in their lives, the tenet of Sufism of disposing
of materialism and societal pressure allows the characters to exhibit less control and a different
ego. Ella’s decrease of control over her life stems from the acceptance of spirituality, and
therefore the tenets of Sufism, which leads her to “break away from her staid and tranquil life.
From a woman with lots of dull grays and browns on her life’s canvas, she was turning into a
woman with a secret color—a bright, tantalizing red” (Shafak, 2009, p. 95). The chronological
progression of painting imagery and color diction highlights the transformative nature of the
integration of spirituality in Ella’s life. The “grays and browns” mentioned allude to the extended
metaphor of routinely conforming to gender norms that inhibit individuality and limit spirituality.
It highlights the draining disposition of the gender norms in modern society wherein the ideal
physical and spiritual appearance of a woman must be kept indistinguishable from others.
Furthermore, the bleak imagery transforms to become much brighter, symbolizing enhanced
spiritual awareness, which also leads to improved self-esteem and happiness. The color imagery
also alludes to another extended metaphor of light, often represented as auras in the novel, which
is further evidenced by the role of light in Sufism as a whole. Ahmady suggests that “light is
right or the divine being itself ... and colors are the variant form of the existence” (Ahmady,
2017). Connecting the use of color symbolism in Ella’s spiritual change signifies the growing
acceptance of the tenets of Sufism. She has less control of her life due to the increasing



uncertainty that pairs with continuing on the path of the tenets of Sufism, which allows for divine
enlightenment.

The parallel narrative between Ella and Rumi strengthens the evidence for the
connections with the path of the tenets of Sufism as the characters interact with further stages of
it. After giving up worldly matters to incite changes in priorities and control over one’s life and
ego, the purification of the soul is the next step of the characters’ path toward enlightenment.
“Once he made me beg across from the mosque where I used to preach, forcing me to put myself
in the shoes of a leper beggar. He cut me off first from my admirers, then from the ruling elite,
bringing me in touch with the common people” (Shafak, 2009, p. 188). The creation of the
semantic field of “begging, forcing, cutting, and bringing” represents the forceful nature to purify
the soul in order to advance the path of the tenets of Sufism. The semantic field also highlights
the difficulty of Rumi’s tasks which he had to undergo in order to purify himself and creates a
tone of tribulations to achieve the fana (Saari, 2002). Therefore, the parallel narrative between
Ella and Rumi demonstrates a collective development through the path of the tenets of Sufism.

Secondary Tenets of Sufism

The secondary tenets of Sufism regard the inheritance of God’s qualities into oneself to
invoke a journey to achieve Fana. It involves taking over divine attributes to annihilate a
previous personality and give yourself fully to God to achieve oneness (Schimmel, The Path).
The parallel narrative in the novel between the murid, students, Ella and Rumi, strengthens this
hypothesis by demonstrating the path to spirituality in exact accordance with the tenets of Sufism
as a whole. The subsequent tenets of Sufism that begin to configure, only occur after meticulous
mystical contemplation and absolute adherence to the primary tenets. There is an important
deviation between relinquishing worldly matters in a vacuum, than relinquishing them for God,
or an attempt to become closer to Him. Without complete adherence to the primary tenets, the
goal of true oneness with the divine becomes clouded with preoccupation about solely giving
away material possessions. Following the primary tenets without the objective of fana restricts
the potential to reach the secondary tenets of Sufism. Inheriting God’s qualities into oneself and
acting as a witness for His will is not possible without primarily building the fundamental
principles of intoxication to worldly matters. Shafak illustrates Ella as one who overcame
cultural obstacles regarding the openness of spirituality and the uniqueness of individuality. She
begins to adopt the qualities of God such as forgiveness, as said in the next stage of the tenets of
Sufism.

Firstly, Ella identifies the quality of forgiveness as one that is divine, and the absolute
dissemination of it is only possible through the power of God. She says that there are more
important things than “passion and love in a marriage, such as understanding, affection,
compassion, and that most godlike act a person could perform, forgiveness” (Shafak, 2009, p.
10). The simile comparing the significance of the act of forgiveness itself with the attributes of
God is important to acknowledge as it shows Ella’s identification of God’s qualities which is
later used to evidence the significance of its adoption to her own personality. This identification



develops Ella’s spiritual journey using the tenets of Sufism as she is able to adopt the qualities
effectively. She further demonstrates this substitution of God’s qualities for her own when she
forgives herself for the first time. She tells Jeannette “I’m sorry for the things I do. I know I
shouldn’t complain when I’m so blessed. I’'m so ... unhappy -” (Shafak, 2009, p. 35). The
anaphora of “I” emphasizes the magnitude of forgiveness that she gives herself as this was the
first time where she is able to be honest and open. It also reinforces the significance of
forgiveness as being a quality of God which becomes the next step through the tenets of Sufism
and spirituality. The development of the motif of forgiveness portrays the evolving progression
of character which Ella demonstrates after continuous interactions with spirituality such as
during the teachings of Aziz. Shafak’s reoccurring mentions of the forgiveness she gives herself,
and specifically the heightened involvement of the motif in Ella’s spiritual journey as a whole,
highlights the increasing progression towards higher stages of the tenets of Sufism.

Similarly, the fictional depiction of Rumi in “Sweet Blasphemy” demonstrates the
insertion of God’s qualities, a stage of the tenets of Sufism, when he forgives and loves all the
outcasts of society. Progressing through the tenets of Sufism alongside Ella, a lens of a parallel
narrative can be utilized to strengthen the claims of the implications of the tenets in the changes
of characters’ respective spiritual journeys. Aladdin mentions that “after Shams came into
[Rumi’s] life, his circle of love became so vast it included even the most fallen of society -
prostitutes, drunks, and beggars, the scum of the scum. I believe he could even love Shams’
killers” (Shafak, 2009, p. 218). The symbol of the circle represents a continuous love for all,
equally stretching to infinitely many directions from his own single point as circles themselves
often do. The significance of Rumi’s vast love is that he could forgive anyone, even if they go
against the teachings of Islam to which he devotes his life. For example, even though alcohol is
forbidden, he comes to the tavern during one of his trials with Shams. He shares the wisdom of
the negative nature of wine with courtesy and sincerity to the people at the tavern, despite it
being prohibited in his religion. Suleiman the Drunk even states that “no matter what people say
about what you did today, and I’'m sure they are going to say plenty, I think as a preacher it was
very brave of you to come to the tavern and talk with us without judgment” (Shafak, 2009, p.
157). Rumi had gently conversed with those ostracized and displayed his growing forgiveness
even for people who were disobeying the Sharia law. Furthermore, this adoption of God’s
qualities as a tenet of Sufism increases substantially until others even notice the overwhelming
vastness of it. Rumi attempts to adopt absolute forgiveness, potentially even to Shams' killers.
This is only demonstrated by God's characteristics, and Rumi attempts to achieve spirituality
through the tenets and gain a better understanding of the wider context of the path left to achieve
fana.

The final stages of the tenets of Sufism are achieved by Ella and Rumi who go through
the full path of relinquishing material and worldly obsessions, purifying themselves, and
incorporating God’s qualities into oneself to become closer to achieve the annihilation, fana, of
the previous personality (Specia, 2017). Ella achieves this golden stage of the tenets of Sufism
after she abandons her previous life of routine and security, and lives in the moment, in
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accordance with the forty rules and Aziz’s teachings. She reflects on her experiences and future
uncertainty and states that a “life without love is of no account. Don’t ask yourself what kind of
love you should seek, spiritual or material, divine or mundane, Eastern or Western ... Divisions
only lead to more divisions. Love has no labels, no definitions. It is what it is, pure and simple.
Love is the water of life. And a lover is a soul of fire! The universe turns differently when fire
loves water” (Shafak, 2009, pp. 224-225). The spiritual and mystical diction heavily utilized in
this statement represents the enlightenment achieved by walking the path of the tenets of Sufism.
It directly juxtaposes her initial personality and perception on life, symbolizing the annihilation
of the past self, achieved through the path traversed throughout the novel. Furthermore, the
imagery of fire and water, which is usually used to represent contrasting ideals, beliefs, or
situations, now highlights the union between the past personality and the current one, signifying
an enlightenment that transcends physical properties and interactions. The heavily contrasting
nature of fire and water is now adjoined harmoniously to indicate the achievement of oneness
with spirituality. The acceptance of all parts of the personality, therefore, allows the attainment of
a higher level of spiritual understanding and awareness.

Rumi also experiences a similar fana, conversion of past personality, as the parallel
narrative further demonstrates the implications of the tenets of Sufism through the lens of
multiple characters with contrasting cultural and societal backgrounds. However, a stark
difference between Ella and Rumi’s spiritual journey is the initial starting point when adopting
the tenets. Ella displayed naivety regarding spirituality as a whole and experienced the teachings
fully all at once. Whereas Rumi had previous knowledge and capability for understanding
spirituality. Yet, this previous knowledge which stemmed only from books did not allow Rumi to
fully conceptualize true spirituality, especially in comparison to Shams. Regardless, Rumi
achieved a form of fana after the death of Shams, which allowed him to convey his spiritual
experiences and knowledge through poetry. He states that “we dervishes will dance our way
through love and heartbreak even if no one understands what we are doing” (Shafak, 2009, p.
221). This is significant as it is an allusion to an overarching development of typical Sufism that
uses dance and poetry to express spiritual understanding. Rumi abandons his old personality and
transforms into someone with an oneness to God, similar to his teacher, Shams. He begins to
view his connection with God beyond mystical contemplation and extensive studies, but rather
by finding love and connection in all forms of expression. Furthermore, Fizza suggests that the
whirling itself “has great significance in terms of teaching an individual to liberate oneself from
being hedonistic” (Fizza, 2021). The specific references to tenets of Sufism, such as the
relinquishing of worldly matters, further connect with the implication of the tenet and its use in
the progression of Rumi in his spiritual journey. This evidences the transcendence that Rumi
achieves by going through the tenets of Sufism and illustrates a transformation in his character.

Conclusion

Shafak uses extended metaphors and metaphysical diction to illustrate the spiritual
progression of the characters, Ella and Rumi, through an overarching lens of Sufism and its
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tenets as a whole. For Ella, spirituality is explored by dividing the evolutions of perspective for
the subject, and each of its effects on the individual. Firstly, Ella harbored dismissal since
cultural factors and tradition inhibited the exploration of the concept of spirituality. She later,
after more interactions with spirituality, becomes more open to the idea and starts to ponder the
possibility. She explores the positive impacts spirituality has on her happiness, relationships, and
transformation from the mundane routine that was all she once knew. As a result, she slowly
accepts and integrates it into her life until she fully embraces it and allows spirituality to change
as a result. Her priorities change as a result of spiritual integration, and this evolves into Ella
taking qualities of God, exhibiting the standard path to true oneness that extends beyond the
novel and into Sufi beliefs. Her journey to the annihilation of a previous personality that solely
conformed to gender and societal norms exists as a result of continuous, incrementing spiritual
interactions, and its continued benefit in her life.

Shafak strengthens this claim of the significance of the Sufistic tenets’ implications on
one’s spiritual journey by portraying a parallel narrative that exhibits it in different times and
cultures. It allows for the elimination of potential factors such as cultural differences or specific
people that may vary the effects of spirituality. By showing spirituality’s equal effect in different
time periods regardless of the cultural bias, the credibility of the tenets of Sufism stands. Rumi’s
role in developing this hypothesis is to demonstrate an unusual lack of spiritual awareness in
forms of life other than books, prayer, and speech. Rumi’s interactions with his teacher Shams,
draw a connection to God in various ways that seem insignificant such as interactions with the
ostracized and weeks of mystical contemplation and pondering. Rumi then traverses through the
Sufistic path in order to heighten this enlightenment. (Schimmel, 1988)

However, a weakness of the essay stems from the fictional nature of Ella which differs
from the fictional nature of Rumi. Ella is a character that is original to the novel and shows the
effects of spirituality through a contemporary lens. However, a historical fictional novel, “Sweet
Blasphemy,” within this primary fictional novel holds Rumi. Ella is indirectly guided by this
version of Rumi and brings into question the legitimacy of the effect of spirituality as they both
exist in a fictional plane and may be altered at any time to align with the author’s choices. It is
possibly rooted in ambivalence, yet, the path the characters take with regard to the tenets of
Sufism, is non-fictional to an extent, and as a result, it precisely conveys the spiritual interactions
in the novel.
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Analyzing the Correlation of f/MRI Waves of Different Regions in the Brain to Determine
Autism Using Deep Neural Networks By Ali Ahmad

Abstract

Diagnosing autism is challenging because, in many cases, several of the outward-facing
behavioral symptoms of autism are hard to quantify. In this study, we aim to overcome this
challenge by innovating and analyzing Functional Magnetic Resonance Imaging (fMRI) brain
scans from the Autism Brain Imaging Data Exchange (ABIDE) dataset to classify autistic
subjects from neurotypical subjects using artificial intelligence. This dataset is a culmination of
multiple studies originating from several universities in an attempt to consolidate all fMRI
autism data available. From the fMRI data, connectivity between different areas of the brain was
quantified using correlation coefficients. The connectivity data was used to train a machine
learning model known as a multilayer perceptron to make the classification. To optimize
prediction accuracy, the model’s hyperparameters were tuned, and several different neural
network architectures were tested and compared. In one set of trials, a network of two hidden
layers was used, each with N nodes. In another set of trials, two hidden layers were also used, the
first with N nodes and the second with N/2 nodes. When comparing all the models, architectures
with hidden layer node sizes of 2500-1250 and 4500-2250 yielded the highest prediction
accuracy of 69.92%. This study marks a notable progression in the exploration of advanced
machine learning methods to understand the neural foundations of ASD, highlighting the
capacity of deep neural networks to make valuable contributions to the realms of neuroimaging
and clinical diagnosis.

I. Introduction

Autism, also known as autism spectrum disorder (ASD), is a neurodevelopmental
disorder that affects social interaction, communication, and behavior. Though the exact cause of
ASD is unknown, researchers have come up with several possible reasons related to brain
development and autism, in particular genetics. Many studies show that certain genetic mutations
can increase the risk of developing ASD [1]. These genetic factors can influence brain function,
affecting the way neural circuits are formed and organized.

Another possible reason for autism is differing brain structure and connectivity. Brain
imaging studies have shown differences in brain structure in individuals with autism. These
differences take place in regions of the brain that determine social cognition, communication,
and sensory processing. One other possible reason for autism is prenatal and early development
factors. This includes maternal factors such as advanced parental age, certain infections during
pregnancy, maternal use of certain medications, and exposure to environmental toxins.
Additionally, disruptions in early brain development, including abnormal neuronal migration,
altered synaptic pruning, and imbalances in neurotransmitters, may be responsible for the
development of autism. It is important to understand this condition to foster inclusivity and
acceptance for individuals with autism. By understanding and supporting individuals with
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autism, we can work towards creating an inclusive society that values and respects the rights and
contributions of all individuals, regardless of their neurodiversity.

Currently, the primary method of diagnosing autism practiced by medical professionals
happens after several years into one's life. The parents/guardians of a child may notice certain
features relating to their child's social capabilities and consult a doctor to see if the child has any
condition. From there, the doctors undergo a series of tests to gauge the child's social abilities
and determine whether or not they have ASD. This method is known as Developmental
Screening or Observation and Behavioral Assessments [2]. Other methods practiced by doctors
include Diagnostic Interviews with parents and Developmental and Psychological Assessments,
both of which are similar to the previously mentioned methods. In addition to medically
practiced methods, there are several proposed methods out there.

One of these methods is the use of machine learning/A.I. to detect autism. In this method,
a neural network analyzes some input such as the MRI image of a brain, genetic data, or any
phenotypical data, and determines if that person has ASD or not. This is performed by training
the deep learning model with labeled data and making predictions. An example of a machine
learning-based method of detecting autism is the use of A.I. to detect “abnormal” behavior in a
person by analyzing a video of that person [3]. In the project, they developed deep learning
models for the automatic identification of clinically relevant behaviors exhibited by infants in a
one-on-one interaction setting with parents or expert clinicians. They achieved a 70% accuracy
for smiles, 68% accuracy for look faces, 67% for look objects, and 53% accuracy for
vocalization. Another proposed method can be seen through a study that utilized language and
speaking patterns to determine if one had autism. The study measured expressive and receptive
language on six different occasions between the ages of 2 and 19 in a cohort of 192 different
children who were initially referred for autism. The results confirmed that those with specific
language impairments typically had ASD.

Another study claims that C677T polymorphism plays a role in the classification of
autism [4]. The study states “recent studies have revealed that the genes involved in the
folate/homocysteine pathway, in particular C677T polymorphism, may be risk factors for autistic
children.” A total of 98 children were diagnosed as autistic and 70 age and sex-matched children
who did not have autism were tested for C677T polymorphism. This polymorphism was studied
by using polymerase chain reaction-restriction fragment length polymorphism (PCR-RFLP)
methods. They concluded that MTHFR 677T-allele frequency was found to be higher in autistic
children compared with children without autism (29% versus 24%), but it was not found
statistically significant. Additionally, C677T polymorphism is a point mutation at position 677
on MTHFR gene with the substitution of cysteine to thymine nucleotide at that position.
Essentially, the study concluded that C677T polymorphism can cause several mutations in the
human body, one of which is autism.

In this paper, we use a Deep Neural Network (DNN) to analyze brain wave signals
collected from MRI brain scans of subjects with and without ASD. With the rise of
neuroimaging, researchers have turned to fMRI data analysis to explore Autism Spectrum
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Disorder. Numerous studies propose that the impairments in social and communicative functions
are linked to the functioning and connectivity of cortical networks. For the fMRI data analysis,
machine learning classifiers are promising methods to investigate how a pattern of brain activity
is related to different cognitive states. A growing number of studies have shown that machine
learning classifiers can be used to extract useful information from neuroimaging data. Several of
these studies utilize typical machine learning methods, but research shows that Deep Neural
Networks are very promising in regards to voxel-based classification and functional
connectivity-based classification [5]. The application of deep learning to fMRI data classification
faces several challenges, including the limited availability of training samples. To address this,
we utilized the Autism Brain Imaging Data Exchange (ABIDE) dataset, which provides over a
thousand rs-fMRI samples from various sources worldwide [6]. The objective of this study is to
create deep-learning models to classify ASD subjects and typically developing (TD) participants
based on rs-fMRI data from ABIDE.

II. Methods

ABIDE Data Set

For our experiments, data from the Autism Brain Imaging Data Exchange (ABIDE) was
used, consisting of fMRI scans of 1112 subjects with a roughly 50/50 split between people with
typically developing brains and people with ASD. This dataset is a culmination of many studies
originating from several universities in an attempt to consolidate any and all data available. This
was mainly to provide researchers with an ample dataset to advance methods to diagnose ASD
subjects.

The raw fMRI data represents Blood Oxygen Level-Dependent (BOLD) signals as a
function of time. For each location of the subject’s brain, there is one such signal measured.
Since hundreds of thousands of time series are measured per person, there is too much data to be
analyzed for any sort of prediction. This is typically solved by additional processing steps to
reduce the size of the dataset.

Preprocessing

Since the raw fMRI scans contain hundreds of thousands of time series per person, the
ABIDE dataset offers several options for preprocessed fMRI scans which reduce the number of
time series. It does this by splitting the brain up into regions and then averages the time series of
each respective region. There are a number of different ways to split up the brain regions, and the
ABIDE dataset provides those as options. We chose one that sectioned the brain into 200 regions
for our experiments.

For this study, we compared data from different regions of interest (ROI) of the brain
within subjects to see if there are similarities or differences between brain waves, or the fMRI
signals, in subjects. In Figure 1, the fMRI time series for one of the 200 regions is illustrated on
the left. The x-axis represents the progression of time during the acquisition of rs-fMRI data, and
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the y-axis is indicative of the strength or magnitude of the blood oxygen level-dependent
(BOLD) signal, which is a measure of brain activity in fMRI.

418 A

416 -

414

412 4

410

408 -

(a\ (hy

406 -

To compare the data, we take values from two of the fMRI waves and plug them into a
correlation coefficient function (1). Where r is the correlation coefficient, x is the fMRI
waveform of one part of the brain, and y is the fMRI waveform of another part of the brain. If the
function outputs a 1, it signifies that both parts of the brain being compared have a positive
correlation. An output of 1 does not necessarily mean that the waves are identical, rather it means
that for both waves, as one “goes up” so does the other. An output of -1 signifies the opposite of
1: as one of the waves increases, the other decreases. If the function outputs a correlation
coefficient of 0, the parts of the brain do not have any significant connection.

.= 2 (xi =X)(yi — ¥
VE @ -2 -

(1)

To visualize the data, the values outputted from all the possible combinations of brain
regions in the correlation coefficient function were displayed in a graph seen in Figure 2. At this
point, the data is in the form of a 2-D dimensional matrix. For the data to be inputted into the
Deep Neural Network (DNN) model, the data must be in the correct form. This is performed by
taking data from half of the correlation coefficient graph (either below or above the diagonal
line) and inserting the data into a one-dimensional array with 19,900 input parameters, each of
which represents the correlation coefficient for one connection between two different regions of
the brain. Only half of the data is used because, in the graph, the bottom left, and top right are
identical in the correlation coefficient matrix.
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Classification

In the past, several studies have shown that the use of machine learning provides high
efficiency in the analysis and prediction of fMRI data. Typically, for the classification of ASD
and TD, studies applied the supervised learning method of support vector machines (SVM).
These studies have shown to provide very high efficiency (outputting values as high as 97%) [8];
however, they all rely on data from small sample sizes. When the same methods were exposed to
higher sample sizes, the values significantly dropped.

While many established machine learning studies predominantly employ traditional
algorithms such as Support Vector Machines (SVMs), decision trees, and logistic regression for
classification tasks, a noteworthy shift has emerged in the field. Deep Neural Networks (DNNs)
have demonstrated superior effectiveness in predicting fMRI-related outcomes compared to
conventional machine learning methods. In this study, we use a DNN to classify individuals with
Autism Spectrum Disorder (ASD) and typically developing (TD) participants, utilizing
functional connectivity features to achieve the highest achievable prediction accuracy.

Deep Neural Networks

Our DNN model is a multi-layer perceptron (MLP), consisting of an input layer, two
hidden layers, and an output layer. The input layer is responsible for ingesting the provided fMRI
data from the ABIDE data set, while the hidden layers play a crucial role in extracting relevant
features from the input data. Within the hidden layers of the MLP, individual nodes receive input

18



from corresponding nodes in the preceding layer. These nodes applied non-linear transformations
to the data by way of a ReLU activation function. Non-linear transformations introduce
complexity and enable the DNN to understand intricate, non-linear relationships within the data.
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Figure 3

A neural network function with 4 main steps. First, the network assigns random weights
to each of the channels (connections between layers). Secondly, the network performs what is
referred to as forward propagation. Forward propagation pushes the input data through the neural
network, applying the ReLU activation function at each node. The network's output is then
compared to the actual output, and it performs stochastic gradient descent, which minimizes the
loss function J(w;) (2). Finally, the network performs backward propagation, which updates all
the weights in the network. This process is repeated thousands of times given the learning rate of
0.0001 until the network effectively minimizes the loss function.
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We utilized two main different categories of neural network architectures. The first of
which included an input layer, two hidden layers (both of which had the same number of nodes),
and an output layer. The second architecture of neural network was arranged in a different
manner. The first hidden layer has N number nodes, while the second hidden layer has N/2
number of nodes as the first layer. The difference in nodes between the two hidden layers allows
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the MLP to narrow down the model complexity to aid in approaching a more accurate final result
consisting of only two nodes. The processed data is then transmitted to one of the two nodes in
the output layer, either the node that determines that the subject is TD or the node that classifies

the subject with ASD.
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The MLP architectures we used can be seen in Figure 4 and Figure 5. These figures
illustrate that the perception accepts an input of 19900, transmits the data to the first hidden layer
with a node amount between 100-5000, moves the altered data to the second hidden layer with
node amount between 50-5000, and then goes to the output layer, which has a binary outcome:

positive or negative for autism.

Input Layer Hidden Layer 1 Hidden Layer 2 Qutput Layer Input Layer Hidden Layer 1 Hidden Layer 2 Output Layer
19,900 100 100 2 19,900 100 50 2
19,900 500 500 2 19,900 500 250 2
19,900 1000 1000 2 19,900 1000 500 2
19.900 1500 1500 2 19,900 1500 730 2
19.900 2000 2000 2 19,900 2000 1000 2
19,900 2500 2500 2 19,900 2500 1250 2
19,900 3000 3000 2 19,900 3000 1500 2
19.900 3500 3500 2 19,900 3500 1750 2
19,900 4000 4000 2 19,900 4000 2000 2
19.900 4500 4500 2 19,900 4500 2250 2
19.900 5000 3000 2 19,900 5000 2500 2

The loss function is used to measure the prediction error that the model produced. The
loss function we used is called cross entropy which is typically used for classification models.
Cross entropy loss measures the difference between the discovered probability distribution of a
machine learning classification model and the predicted distribution. In the function, p refers to
the predicted possibility, y is the expected value, and / is the value of loss. The loss value can be

between 0 and 1, with 0 being a perfect prediction.
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Prediction Accuracy (%)

I = —(ylog(p) + (1 — y)log(l — p))
3)

While running the trials, we adjusted the learning rate and number of epochs from
0.00001 to 0.5 for the learning rate and 50 to 500 for the epochs. The learning rate controls the
step size at which the model's parameters are updated during training. Additionally, the learning
rate determines how much the model's weights and biases are adjusted during each iteration of
the optimization algorithm. An epoch refers to one complete pass of the entire data set. In our
experiment, the number of epochs was increased to the point where it was evident that the
network was reaching its lowest possible training error, also known as early stopping.
Additionally, the data had a 70/30 split between the training and testing sets and randomly
assigned to each set. This means that the program used 70% of the data to learn and “train” on,
and then evaluated the other 30% of the data, creating predictions.

III.  Results

In this experiment, we applied a deep neural network, specifically a multi-layer
perceptron to the resting state fMRI data extracted from the ABIDE repository. We utilized two
main MLP architectures, both with differing numbers of nodes and transformations throughout
the network. Tables 1 and 2 lay out the success of the network at each individual iteration. These
values can be visualized in Figures 7 and 8, which show how the network potential was
maximized. For architecture 1, hidden layers with node amount of 2500-2500 responded with
69.55% accuracy. For architecture 2, hidden layers with node sizes of 2500-1250 and 4500-2250
both accurately predicted 69.92% of the data set.

bl /s cy Graph (Hic rs Same Size)
Nodes vs. Accuracy Graph (Hidden Layers Same Size) Nodes vs. Accuracy Graph (Second Hidden Layer 1/2 of First)

Prediction Accuracy (%)
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Hidden Layer Size

Figure 7 Figure 8
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First Layer Size - Second Layer Size | Accuracy First Layer Size - Second Layer Size | Accuracy
100 - 100 66.92% 100 - 50 62.78%
500 - 500 66.54% 500 - 250 65.41%
1000 - 1000 64.65% 1000 - 500 65.04%
1500 - 1500 61.65% 1500 - 750 69.17%
2000 - 2000 66.54% 2000 - 1000 66.17%
2500 - 2500 69.55% 2500 - 1250 69.92%
3000 - 3000 68.42% 3000 - 1500 63.53%
3500 - 3500 63.16% 3500 - 1750 62.03%
4000 - 4000 62.41% 4000 - 2000 64.66%
4500 - 4500 66.17% 4500 - 2250 69.92%
5000 - 5000 64.29% 5000 - 2500 64.29%
Table 1 Table 2

IV.  Conclusion

In this study, we focused on the application of Deep Neural Networks to analyze MRI
brain scans, specifically resting-state functional MRI data, of individuals with and without
Autism Spectrum Disorder. The rise of neuroimaging has opened new avenues for understanding
the neurological basis of ASD, with a particular emphasis on the functional and connectivity
patterns of cortical networks. The primary objective of this study was to harness the potential of
deep-learning models to classify individuals with ASD and typically developing participants
based on rs-fMRI data from ABIDE.

The results indicated that a multi-layer perceptron with two layers, the second layer being
half of the first layer, allows for the greatest accuracy in predicting the status of fMRI scans.
When the network followed the architectures of 19900-4500-2250-2 or 19900-2500-1250-2, it
accurately predicted 69.92% of the 1112 samples, more than any other iterations in this study.

This research represents a significant step forward in the exploration of advanced
machine learning techniques for understanding the neural underpinnings of ASD, and it
underscores the potential for deep neural networks to contribute to the field of neuroimaging and
clinical diagnosis. As we continue to refine and expand our methodologies and datasets, we can
look forward to further advancements in the early detection and characterization of ASD,
potentially leading to more effective intervention and support for affected individuals. Possible
future alterations in methodology include utilizing a different preprocessing pipeline, adding
more hidden layers within the network, using different activation functions, and running the
same network with access to more computing power to allow for greater precision.
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Roman Expansion and the Fall of The Roman Republic By Stella Anderson

The Roman Republic was one of Ancient Rome’s most distinguished features and
potentially the most influential to our modern world. They set a blueprint for how to create and
maintain a republican government. The Roman Republic saw much political, social, and military
success through territorial expansion, revolutionary innovations, and more. Nevertheless,
eventually, the Republic collapsed and transformed into an empire. The causes of the fall of the
Roman Republic have been widely debated by Classics scholars. Some argue that it was one
event or person that initiated the collapse, while others theorize that certain inherent features of
Rome’s republic could not support an increasingly powerful Rome. However, at the heart of
Rome’s downfall was its very strength: expansion. Rome outgrew the republic both physically
and politically. The Roman Republic fell gradually over the course of its last two hundred years
because the people, particularly the aristocracy, no longer upheld the moral and ethical values
binding the Republic together. This moral and political failure was due primarily to the
unprecedented effects of Roman expansion: the luxuries that came with Roman expansion led to
a corrupt aristocracy, ambitious individuals were able to acquire more dignitas through military
conquests than ever conceived possible, and the institutions set in place were not equipped to
manage such a vast territory. These consequences of Roman expansion intertwined with each
other to create a violent, unstable Rome that eventually self-destructed.

At its very core, the Roman Republic was built upon the values of freedom, equality,
virtue, and balance. During the Early Republic, citizens and aspiring politicians had a deep
respect for these values and their laws: sacrosanctity was for the most part observed, no
individual tried to seize absolute power, and each branch of government performed its assigned
role. The Republic functioned with a great amount of discipline. There was an expected loyalty
to the State, resulting in people putting the Republic first. However, sometime after 200 BC, this
changed. The majority of historians have agreed that there was a turning point in which the
respect for the rules and customs of the Republic faded away. There is some debate though
around when this turning point was. Polybius and Livy, two of the oldest sources on this subject,
argue that the fall of Carthage in 146 BC was the turning point. Other scholars such as Appian
and Stockton point to the murder of Tiberius Gracchus. Further potential turning points include
Sulla’s first march on Rome, the emergence of the First Triumvirate, and Caesar crossing the
Rubicon. Although satisfying, finding the precise date for the beginning of the fall of the
Republic is not essential in finding the causes of this fall. Rather, it is essential to note that the
turning point seems to have occurred as Roman expansion began to take off, sometime after 200
BC. Gradually, over this time period, as Rome expanded overseas, the principles of the mos
maiorum that held the Republic together eroded away with the consequences of Roman
expansion.

One of the first factors that contributed to the downfall of the Republic was the quantity
of and indulgence in luxuria that came as a result of expansion. The Fall of Carthage in 146 BC,
marked a major step in Roman expansion. Rome now controlled parts of North Africa, Spain,
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Sardinia, and Corsica, while prior to the Punic wars, the extent of their expansion was contained
to Italy. With this new territory, Rome acquired a great deal of resources including silver, iron,
and gold from Spain. This influx of resources only added to the spoils the Roman elite obtained
after Manlius Vulso’s campaigns in the East in 187 BC. These new luxuries combined with the
recent defeat of Rome’s greatest enemy, led to an indulgent aristocracy. Polybius makes the
argument that without the external threat of Carthage, Romans were now able to relax and
indulge in ways that they couldn’t before, thus making this the beginning of the collapse of the
Republic. However, as Livy points out, this is not the first time that the Romans obtained this
amount of luxury after a major defeat. In 187 BC, after Manlius Vulso’s campaigns, Rome
acquired great portions of wealth as Vulso’s triumph in 187 demonstrated. The fall of Carthage
was not the turning point, but rather an accelerated extension of the already impertinent, wealthy
elite. Cato the Elder, who lived during the Punic Wars and witnessed the influx of luxuria,
expresses his disgust for the elite’s indulgent attitude. While he was fighting in Sicily with “great
Scipio,” as his quaestor, he denounced Scipio to his face for his outlandish, wasteful spending.
(Plutarch, Life of Cato the Elder, 3). Cato argued that Scipio was corrupting his soldiers with his
extravagant nature. In response, Scipio said he had no use for a grouchy, frugal quaestor, like
Cato. Cato became so fed up with Scipio that he proceeded to leave Sicily mid-war. When Cato
returned to Rome, he joined Fabius to condemn Scipio’s “waste of enormous moneys” before the
Senate. (Plutarch, Life of Cato the Elder, 3). It seems that excessively indulging in however
much luxury one had was the norm in Roman culture at this point during the Punic wars, as Cato
himself was considered an outlier for his frugal, virtuous actions. An incoherent and selfish
upper class led to an ineffective and unequal Rome. The /uxuria that Rome inherited from their
expansion led to a corrupt, lenient, and greedy upper class that did not prioritize the mos
maiorum values that fueled the Republic, leading to its demise. Furthermore, this greedy,
power-hungry upper class spawned overly ambitious leaders such as Sulla, Marius, Pompey, and
Caesar which further contributed to the collapse of the Republic.

The next consequence of expansion came out of the growingly powerful but corrupt
upper class; individuals obtained an enormous amount of dignifas as a result of expansion that
gave them too much power within the Republic. While fighting Carthage, Rome continued to
expand East into the Hellenistic world. They were victorious in the Macedonian Wars, the Syrian
War, the Numidian War, and more. The successes in these wars skyrocketed the careers of
leading military generals and consuls in power during the time of the defeat, giving them an
overwhelming amount of dignitas. Dignitas, translating to dignity, was acquired through noble,
honorable, and virtuous acts, such as defeating an enemy or winning a war. Having dignitas
boosted one’s popularity and respect, helping them reach their next goal. Unfortunately for the
Republic, the level of dignitas acquired through such expansive battles allowed certain generals
or magistrates to defy laws and customs to fulfill their personal goals/ambitions. For example,
during and after the Cimbric War in which Marius led Rome to victory, Marius was elected
consul six years in a row. Considering consuls were only supposed to rule for one year at a time,
six years is outlandish. Marius’s dignitas due to his military successes in expanding and
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defending Rome gave him an extreme amount of power that did not fit into the Republic as is
shown in his six-year consulship term. Leaders like Marius, who broke the traditions of the
Republic and tarnished the balance of power, set a precedent for future generations to do the
same. Following Marius was Pompey the Great, who also had a level of dignitas capable of
surpassing the laws of the Republic. Once Pompey the Great defeated the last of the Marius
supporters for Sulla in North Africa, he demanded a triumph, a parade to honor victorious
military leaders. Triumphs, however, were only granted to magistrates who held imperium. Not
only did Pompey not have imperium, he wasn’t even a magistrate. In fact, he wasn’t even old
enough to be the lowest-ranking magistrate, the quaestor. Despite all of these institutional
restrictions, Sulla granted Pompey a triumph. The amount of dignitas and power that generals
were able to obtain as a result of their Roman expansion efforts was too much for the Republic to
handle.

Over time, the increased power and dignitas granted to individuals created a domino
effect that tore apart the Republic. The actions of individuals such as Marius and Sulla set the
precedent for the future generation. Slowly, from Marius to Sulla to Pompey to Caesar to
Octavian, the amount of power one individual was able to retain within the Republic grew and
snowballed until eventually, the power of one man got to such an extreme that there was no
longer a Republic, but rather an empire. The Republic ended when one man, Augustus, retained
power over the entirety of the Roman Empire. An overly ambitious atmosphere fostered a
self-destructive society. This raises the question of how can a Republic exist in a world where
ambitions are inevitable, yet destructive. What is the role of ambition in a Republic? Two of our
world's most distinguished writers, Cicero and Machiavelli, both considered this topic. Cicero
argued that an ambitious atmosphere was destructive and could not peacefully coexist with a
Republican system. Machiavelli on the other hand critiqued Cicero for not understanding the
complexities of the problem of ambition. He argued that ambition is necessary within a Republic
and can be controlled with the right protections. The dual effects of ambition on a Republic,
which Cicero and Machiavelli commented on, definitely impacted Ancient Rome.

Although an overly ambitious atmosphere contributed to the fall of the Roman Republic,
it was also an essential quality that fueled different institutions essential to the Republic’s
success, such as the cursus honorum. Ambition was a quality that was inherent to Ancient Rome.
The cursus honorum, for example, a ladder of magistrate positions, required ambitious men
willing to work hard for Rome. The ambitions of the magistrates most likely stemmed from
selfish goals of wanting more power and wealth, but in turn, their ambition helped Rome. An
example of this mutually beneficial relationship between ambition and the Republic is the
consular positions. The Roman Republic needed two consuls for the government to run
smoothly, and every year there was an overwhelming number of men who wanted to be consul
due to their personal ambitions. The Republic continues, while ambitious men accomplish their
goals. The same idea applies to all the rankings on the cursus honorum. Ambitious men were
eager to work hard for the Republic to achieve their personal goals. A Republic can coincide
with the demands of individual ambition. The question then becomes: how much ambition can a
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Republic handle? Ancient Rome provides an example of how too much ambition can lead to
destruction.

The last of the three key consequences of Roman expansion was that the political
institutions were not able to support an increasingly powerful Rome. The political structure of
the Roman Republic relied primarily on three branches of government: the Citizen Assemblies,
the Magistrates, and the Senate. This system stabilized the power in Rome, with each branch
which weren’t the most effective and led to extreme amounts of violence. The first way that
Rome tried to compensate for the Republic’s inability to control distant provinces was through
the implementation of promagistrates. After the Punic wars, the Senate and Citizen Assemblies
appointed promagistrates to rule parts of Spain and North Africa. Once one finished their term as
either praetor or consul in Rome, they then had the opportunity to become a promagistrate in a
farther province. Due to the geographical distance between Rome and promagistrate-run
provinces, power amongst the promagistrates often went without restriction as they were far
enough away from Rome for the Senate to intervene. Quintus Sertorius who was the governor of
Spain is an example. He was sent out as governor during Marius’ rule, so when Sulla took over
Rome he refused to comply with Sulla’s reforms. Because he was so distant from Rome he was
able to run a sort of alternative Rome in Spain, basically running his own province without
restriction of any other branch. After an initial victory against Sulla’s army, Sertorius and his
province were defeated by Pompey. The addition of the promagistrates added a new level of
power that the Republic had to, but could not check. It became a breeding ground for overly
ambitious, power-hungry rulers. In fact, Julius Caesar was the proconsul of Gaul before he
became dictator of Rome. The implementation of promagistrates disrupted the power distribution
in the Republic. Inherently, the institutions that the Republic was founded on did not support the
level of expansion that Rome reached.

Expansion in the Ancient World was something the Romans did better than everyone
else. Their brilliant military techniques combined with their unique ability to integrate diverse
peoples into their society enabled them to become the dominant power in the Ancient World by
146 B.C. Their territory by the end of the Roman Republic spanned over three continents and
contained thousands of different ethnic groups. However, Rome’s greatest strength proved to be
the Republic’s biggest weakness. The consequences of expansion destroyed the Republic. The
extreme amounts of resources and luxuries that came with the provinces Rome conquered, gave
way to an indulgent, corrupt aristocracy that lost respect for the code of their ancestors, the
morals of the Republic. In addition, the dignitas that military leaders and (pro)consuls were able
to obtain as a result of expansion gave them an unprecedented amount of power that enabled
them to defy the rules and customs of the Republic. Over time this fostered an overly ambitious
society in which the power of the people was overcome by the power of the individual. The
Republic was not built to support the increasingly powerful and expansive Rome. Ultimately,
these three key factors led to the erosion of the core values of the Republic, which facilitated the
collapse of Ancient Rome’s Republic.
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Fighting Time: Artificial Intelligence and the New Era of Musical Expression By Kali
Anchlia
Abstract
This paper explores the dynamics of and developing interaction between human

creativity and artificial intelligence (Al) in the field of music. It mainly focuses on the emotional
and psychological effects of music reception regarding Al-generated music. The study explores
the emotional impact of music, concentrating on jazz as a special sub-genre characterized by
improvisation, which provides insight into the cognitive abilities of Al. This analysis emphasizes
lacking performance ability, along with the shortcomings of AI composition systems. However,
the future potential of Al is also emphasized by the evolution of Al-technology in music. With
the conversation situated within the context of western philosophical viewpoints, the hypothesis
posits the growing importance for musicians to embrace Al, while still addressing the significant
emotional gap that remains between listeners and Al-generated music.

1. Introduction

Imagine each individual life encircled within a sphere. Every person is the center of their
own sphere. The things in this sphere are only that which we allow to enter. It is rare that we
open the tiny door at the edge of our sphere and let something else in. Humans after all, at our
very core, are survivors. Therefore, the dream of our world is carefully constructed in order for
us to do exactly that: survive. When we listen to music however, the key that we have kept
hidden finds its way into our hands, and we open the door before we realize what is happening. If
music is our siren, then we are the sailors at sea. However, modern life is not ruled by myth, and
our siren could be either human or technologically made, or even some combination of both. The
question is then posed, can artificial intelligence produced music ever tempt us the way human
touched music can?

This paper presents the relationship between Al and humans in the field of music, as well
as the potential road to acceptance. It centers around the emotional and psychological aspects of
the human mind and the place of music in this dynamic.

Our feelings no doubt play a large role in the way we receive the music that is
communicated to us. Regardless of the genre, the overall effect of emotions is a powerful driving
factor in how music is received by the listener. A sub-genre explored more in depth however is
jazz music, as it includes an aspect not as apparent in other genres: improvisation. With an
emphasis on the context of cognitive systems and the suitability of improvisation to Al, several
perspectives are discussed. Along with this, the contrast of old and new Al systems and artificial
intelligence’s overall evolution, clarifies the hypothetical questions described above.

Based on the information that is presented, it will be clear that in order for Al-generated
music to meet or surpass music created by humans, it must first evolve to develop cognitive
thinking similar to humans, and meet emotional standards both in compositions and in live
performances. Although it is currently lacking, Al has the technological potential to advance and
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eventually generate music barely distinguishable from humans, at which point musicians must
adapt to AI’s presence in the field.

2. Emotional Connection, Human vs AI Generated Music

The strength of music is often underestimated. Music has the ability to close the gap
between mind and body, providing an almost psychedelic experience. The purpose of music is to
make others feel, and consequently, music is absolutely reliant on how well people are able to
relate to and appreciate these combinations of sound. Music is an entity where other’s opinions
do matter, and there is always room for growth and development. Therefore in this section, we
will touch upon to what extent Al versus human generated music can— or cannot— evoke
emotion.

To lay the groundwork for further discussion, we must first consider the fact that the
human brain is interested in changes in sound. We often cannot connect emotionally with only
one constant frequency. When addressing the difficulty of ‘modeling expressiveness’ in music
through AI, Ramon Lopez de Mantaras and Josep Lluis Arcos develop this necessity of
variability by introducing and explaining the constantly firing auditory neurons in our brain (47).
If auditory neurons repeatedly receive the same stimulus, their firing rate decreases over time:
this process is known as habituation. In other words, without alterations in the music’s pitch,
rhythm, and dynamic, we perhaps unknowingly detach ourselves from the listening experience.
It is simply no longer interesting enough for our mind to be actively following the music.

If avoiding such habituation is the case, then the basic assumption would be that only a
distinct ‘change in sound’ is needed for artificial intelligence to match the emotional intelligence
of human beings. However, we cannot forget to apply higher-level parameters based on music
theory and machine learning, in order to prevent what is otherwise sure to be a cacophony of
disruptant, horrifying notes. Although an evolution of Al systems and more specific parameters
will be discussed later on, it is beneficial to introduce here the three blanketing techniques for
incorporating Al algorithms into music as described by Robert Laidlow in his 2022 thesis
(Laidlow). These techniques are not regarding the systems themselves, but rather what human
musicians can do with already established assistance algorithms. However, it is important to note
that these methods are more related in this case to classical and ensemble music than in a
jazz-style approach. (The contrast between the two genres will be considered later)

1. Interlocking: acknowledges the limitations of Al, specifically its current inability to
produce coherent music for lengthy durations, by alternating between Al-generated and
human-created music.

2. Collaging: involves the combination of various layers of Al-generated music. Uses solid
micro-level Al music, to piece together and formulate a final cohesive sound.

3. Hidden Layers: a blueprint of the music is formed solely by Al (allows the composer
more creative possibilities). However, the individual elements of Al-generated music are
not directly heard in the final piece.
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The obvious interference here of humans in AI’s own ‘creative process’ shows the
limitations artificial intelligence has thus far when it comes to creating music, and expands the
view from considering each note separately, to a more holistic perspective of the overall piece.
What is more, the three techniques described above apply to ethical questions and the overall
awareness of Al, and thus will be further explored. Still, Laidlow’s assertion is narrow in the
sense that it is written from the point of view of a composer, rather than a machine learning
engineer. However, Laidlow’s evaluation does convey the understanding human musicians have
of feelings and emotions. The skill of placement (again referring to the three techniques) based
on one's senses is something to consider as a powerful tool in music.

While one side of the relationship is the composer, the other is naturally the listener. After
understanding not only the general process of our neural system when it comes to music, and
techniques currently used by musicians to formulate music so that it fits these criteria, it is vital
to consider the actual human to human connection and its relation to emotive responses. A
feature by The Learning Network, prompted students from Ohio, Vancouver, Washington,
Kentucky, and Washington, D.C., to submit writings on their thoughts on Al replacing artists in
the music generation (Zvereff). In an almost unanimous agreement, they found it inconceivable
that Al could replace the unique charisma and talent of live, human performers. The general
consensus (although we cannot ignore that the sample size of the investigation was small) was
that people like to know that they are listening to someone’s music— someone being the key
word here— who has gone through similar pains and obstacles as them. It is no surprise that a
human finds comfort, hope, and excitement in relatability. Even when ignoring AI’s impact on
music, one can date as far back as the popularity of Kraftwerk in the 1970s, to represent this idea
that new innovation can never really surpass the familiarity of the connection between the
performer and the audience.

2.1. Jazz, Al Improvisational Systems

Jazz music is known for its expressive and authentic qualities, and here we must
emphasize that the function of Al in jazz versus other genres must be different in order for the
points addressed in the previous segment to be successful. There are several implications of
accepting Al composed jazz music in the broader jazz community. Understanding cultural and
societal ramifications, along with the preservation of jazz heritage is crucial. However, what
must truly be perfected is the art of improvisation. Improvisation is more than vital to jazz:it
defines the genre. Improvisation is both a reflection of individual artistry and a collective
tradition passed down since the late nineteenth century.

Therefore, along with the history of music, there has been a subsequent history of what
we classify as Improvisation Systems, which are related to the real time creation of jazz solos
(44). The existing research synthesized by Mantaras and Arcos highlights chronologically some
of these improvisation systems (which they state are one of three main subsystems of computer
music in which Al techniques have been applied), along with their methods of functioning. For
instance, the Flavors Band system attempted “random functions” paired with “musical
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constraints” in order to generate variations in jazz (Mantaras and Arcos, 46). Its well known
arrangement was an improvised solo of John Coltrane’s composition ‘Giant Steps.” Noticeable
was its use of procedural language to define pre-set rules for improvisation.

Another example is ~GenJam~ which interestingly uses something called a genetic
algorithm to improvise (Mantaras and Arcos, 46). A genetic algorithm simulates the logic of
Darwinian selection in the field of machine learning, where only the best attempts at
improvisation are selected for replication and the rest are discarded. In the 1994 GenJam release,
a human listener acts as a judge, and scores the improvisations of the system. Later iterations
have also attempted the same method but with the use of automatic improvisation rating
algorithms based on important melodic and harmonic qualities, rather than solely on the
subjectivity of humans.

Employing neural networks was explored in 2001 with ~Franklin~, a system taught to
improvise through transcriptions of human-solo improvisations. Most notably the saxophonist
Sonny Rollins contributed to Franklin, both in solo recordings and with the overall style of the
system after trial and error of imitation. In all of the three above examples, different algorithms
in improvisation systems are used for the same ultimate goal: for Al to improvise on the spot,
make something that sounds unique, and gives people the feels.

However, some criticize, “The lack of interactivity with a human improviser... on the
grounds that they remove the musician from the physical and spontaneous creation of a melody”
(Mantaras and Arcos, 46).

So we have a contradictory goal here. On one hand, we expect Al to fully improvise on
its own, but on the other hand, we critique an Al system that does not include a human mind in
the process. This duality brings to attention the varying degrees of acceptance prevalent in
society (both in the past and in modern day) of Al in music. Thom notes how these expectations
were met via the popular 2001 Band-Out-Of-A-Box (BoB), a “real-time” interactive system that
uses an unsupervised probabilistic clustering algorithm (Mantaras and Arcos, 46). The BoB
functions by learning all possible notes it could play at a given point in time, and then reacting to
four-bar solos of human improvisers. The enhanced interaction between Al and humans did
allow BoB to be a more successful machine than some previous attempts, especially because it
adapted human musicians' intentions and artistic vision. These human-involved Al systems
however, may defeat the point of improvisation altogether. If improvisation is defined as
‘creating and performing spontaneously and without preparation,” then how could a system
where a human composer is changing a generated solo until it becomes something that suits their
style be classified as improvisation? We can also see a limit in authenticity within the jazz genre
if Al is simply imitating the styles and chord progressions of human musicians it learns from.

2.1.a. Memories and Rules in Live Performance

One unanswered question is rooted in the challenge of live jazz performance, and the
capability of Al in navigating between structure and improvisation in these scenarios. Ramalho
and Ganascia claim that “Jazz musicians' activities are supported by two main knowledge
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structures: memories and rules” (109). If we take this idea as the basis for everything that
follows, more light will be shed on the specific mechanisms in which Al generates improvised
solos. In one important way, artificial intelligence and humans are similar: both learn from past
experiences. Let’s begin with ‘memory’ and the trigger point of memory, context. Musicians
cannot always justify the actions they take during performances; several of them are actually the
result of unconscious memories being activated mid-event. Most of the time these memories will
appear as a result of the environment and piece one is performing, and alter the method of
performance through “concepts such as tension, style, swing and contrast” (Ramalho and
Ganascia, 109). As jazz is an intuitive and ever-developing genre, these concepts can only be
mastered by observing, listening, and imitating. Whether this imitation is through watching
videos of jazz legends performing, or playing in a band and bouncing ideas off of fellow
members, storage of long term musical memory is important. Al seems to be learning in the
same way as humans then, although it may be building up memory differently.

After looking at imitation from the perspective that it is simply a form of knowledge and
learning, the benefits seem to outweigh the problem of authenticity posed before. Especially
when we realize there are double standards when humans do the same thing. Now, this is not to
say that imitation is equivalent to improvisation, and again, the ethics of taking one’s style as
their own should still be debated. Regarding exactly how memory— imitation or not— is stored,
we have a contrast between long term and short term memory systems. Al seems particularly
adept at processing and communicating short term memory, but has difficulty with longer pieces
of music. Typically its shortcomings include creating genuine emotional responses because of its
limited interpretive abilities and the previously discussed repetitiveness. To combat these limits,
Princeton computer science student Ji-Sung Kim developed his 2016 project ‘Deeplazz’, using a
long-term short memory (LTSM) recurrent neural network (Weiner). Traditional RNNs
(recurrent neural networks), work with short musical phrases, but LTSM’s do so with longer,
more complex compositions. Ji-Sung created DeepJazz’s LTSM to be trained with only one
piece, Pat Metheny's "And Then I Knew.", and subsequently generated piano solos. A chief
technology officer and critic Ken Weiner, although acknowledging the use of the now popular
LTSM as a good method, believes the reduction of the instrumentation to only piano is extremely
simplistic (Weiner). He compares “fixed” notes of a piano with “malleable extended tones” of
wind instruments such as trumpet, trombone, and saxophone, and believes that the complexity of
vibrato and similar expressiveness is something Al cannot perform. David Borgo, a University of
California, San Diego, music professor and saxophonist adds onto the concern: “Research in this
area has tended to focus on getting computers to play the ‘right notes,” but we are still a long way
from designing systems capable of the micro and macro temporal, timbral and textural
adjustments necessary to groove together and to develop high-level collective improvisation in
an unscripted fashion with human musicians (rather than insisting that human musicians
improvise with, or groove to, the computer)”. Clearly, progress still needs to be made in Al
memory, especially when Jazz music is known for its sou/ and ability to create and control the
mood in a setting (when played live).
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Of course, feeling is only half of it; the other half is ‘rules’, which is much better suited to
artificial intelligence in its current state. These rules consist of commonly agreed upon music
theory, and some unavoidable incomplete thoughts (in which case it would rely upon memory to
decide what exactly to do). Although jazz is seen as more of a free form of music, theory and
understanding of the way notes act in relation to each other is extremely important. The most
basic definitions of musical concepts integrated in Al would be on “pitch, duration, amplitude...
temporal sequence of notes... set of simultaneous notes... Scales and rhythm... melodies and/or
chords" (Ramalho and Ganascia, 108). The application of music theory can be ultimately divided
into 4 categories; melodic analysis, harmonic analysis, rhythmic analysis, and structural analysis
(Torrance and Schumann, 257). Shih-Lun Wu and Yi-Hsuan Yang present their ‘Jazz
Transformer’ as a neural sequence model that analyzes these categories.

1. Melodic Analysis: melodic phrases and patterns (pitch range, note durations, intervals
between notes)

2. Harmonic Analysis: chord progressions and harmonic structure (jazz chords, harmonic
tension/release)

3. Rhythmic Analysis: rhythmic patterns and complexities (beat patterns, syncopation,
swing)

4. Structural Analysis: overall form and organization (traditional jazz song structures like

AABA, blues form, other common forms)

Although different machines integrate music theory into their algorithms in different ways, they
are always thoroughly encoded, because without understanding of sound, AI would not be able
to generate anything of substance— memory or not. The quantitative measures of the Jazz
Transformer is a perfect example of this, and the conclusion Wu and Yang found correlates to
previous knowledge of AI’s ability, as well as adding that it lacks new styles, techniques, and
cultural influences. The challenge is giving machines intrinsic motivation and the ability to make
creative decisions based on real-time feedback; this is called autonomous creativity (Baxt).

“If we produce sounds with the intent to make music, that is music,” said Shlomo
Dubnov. “That means that, to become musical, the computer must have its own intent.”

French scientist and composer Francois Pachet promotes PACT’s as a generic framework
for representing the potential actions (or intentions) that musicians may take within the context
of performance (Ramalho and Ganascia, 109). PACT’s consist of a combination of low level and
high level instructions. According to the authors of this idea, examples of low-level PACTs
include "play loud," "play this rhythm," and "play an ascending arpeggio,". A low-level PACT
on all three dimensions could be, “play this lick transposed one step higher” (Ramalho and
Ganascia, 109). High-level PACT’s include "play syncopated" (on rhythm) and "use major
scale" (on pitches) (Ramalho and Ganascia, 109). These can be activated either during a specific
moment, or encapsulate the entire song; its flexibility is the reason it is considered by some, a
basis of problem solving for musical creativity modeling. The Al relies on the playability of
these PACT’s however, and because of its varying dimensions, the less abstract a PACT is, the
more it is ‘playable’. For example, “play funk-rock” is less playable than “play an augmented
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fifth on the third beat”. There are also restrictions based on combinability of PACT’s; a simple
example is that “play loudly” and “play quietly” cannot be combined (Ramalho and Ganascia,
110). This potential actions structure doesn’t seem to utilize a musician's (Al’s) intentions
described earlier, however the perception, composing, and execution modules of PACT’s do lean
towards it more than other systems . The three elements they rely on are short term memory
contents, the context and mood, and a future chord grid segment (Ramalho and Ganascia, 110,
111). The simplicity is ingenious; first the perception module corresponds to the context and
mood, and puts these events into the Al's short-term memory (STM). Next, the composing
module uses the context stored in the STM to combine playable PACT’s, and sends this
information to the ‘future’ chord grid segment (similar to lead sheets). Finally, the execution
module takes the information from the chord grid and executes the PACT’s at the correct time by
sending information back to the perception module. In this way, the Al is able to develop some
sort of musical intention, although it is still relying solely on the context fed to them. Rather than
focusing on rules and memory separately, PACT’s combines both in an effective way. If this idea
is perfected, Al already comes a lot closer to becoming the self-thinking and feeling
improvisation systems we doubt they can be.

The Defense Advanced Research Projects Agency (DARPA) hopes to advance the
progress of Al in music even faster, and are conducting research on jazz-playing robots that can
interact and improvise with human musicians (Weiner). DARPA hopes to blur the lines between
man and machine, by studying and implementing nuances of jazz music. If they succeed, we
truly won't be able to differentiate much between artificial intelligence and humans (at least in
terms of live performance); however the physical aspect of this is very interesting. In 1970, a
Japanese roboticist Masahiro Mori first proposed the Uncanny Valley Theory (Hillier and
Isaacson). Based on collected data, Mori reached a conclusion that as robots appear more
human-like, they become more appealing to humans— that is until this likeness reaches a
figurative ‘uncanny valley’. At a certain point, the feelings of commonality and emotional
connection devolve into a sense of unease. It’s when the robot becomes too unnaturally
human-like, that we begin to feel frightened. The uncanny valley brings to attention the difficulty
of accepting Al if it even reaches a point where it can look, act, and play live music exactly the
same as humans.

2.1.b. Cognitive Systems and Philosophies

To add upon jazz and improvisation in live settings, we must explore cognitive systems
and the psychology of the human mind, along with its application to artificial intelligence.
Francisco Varela and Umberto Manturana propose an autopoietic perspective, which centers
around the idea that living organisms are self-creating and self-sustaining (Torrance and
Schumann, 253). In the previous segment, much of the ‘memory’ based discussion focused on
external adaptation and remembrance depending on various contexts. However, the autopoietic
perspective shifts the focus to internal coherence, and emphasizes the continuous self-renewal
and unity of organisms (Torrance and Schumann, 253). With this shift in focus there is a whole
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new dimension of thinking. Previously we could only look at the surface level impact of
memory, rules, and context, but now we delve into mind-body connection and awareness. Steve
Torrance and Frank Schumann expand upon the autopoietic perspective, and umbrella into the
idea of Enactivism, which is defined by two key concepts. The first is "Laying down a path in
walking", initially introduced by Varela in the conclusion of her 1991 work (Torrance and
Schumann, 253). She proposes that organisms create their world as they interact with it, rather
than passively mirroring it. To relate this concept to music, musicians generate music in the
moment, and cannot take back the actions they have already performed. Varela says this is akin
to laying down a path without the ability to correct; in other words, Al generates its own world
with its perceptions and history of learnings, rather than just completely copying others.
Therefore when Al makes a musical mistake, it is proof that it is attempting at being the ‘self
sustaining’ entity that is the very definition of the autopoietic perspective. Varela quoted a poem
in her work by Antonio Machado, a Spanish poet, and the last line according to Torrance and
Schumann captures the essence of jazz improvisation and performance in general, “when turning
around you see the road you’ll never step on again”. Following this, the second concept is
“Sense-making”, which was also first written in a paper by Varela in the early 1980s.
“Sense-making” suggests that the nervous system creates meaning rather than processes
information. She applies this to the interaction between an organism and its environment, relating
it to musicians generating meaningful musical responses in real-time (Torrance and Schumann,
253). If the nervous system creates meaning, then Al has to be able to observe the environment it
is performing in, rather than only focus on its own system and musical interests. Selfishness
usually never makes a good performance; knowing what one wants to make the audience feel
however, certainly gives intention to your instrument. Intention can also be communicated
between fellow band members. Enactivism is a valuable theory, because we can attempt to look
at things from the perspective of Al, and see how it may cross the line between technology and
humans.

Since jazz involves temporal awareness, it often lends itself to be an extremely physical
and emotionally charged performance. It’s this energy and spontaneity that allows the audience
to forget about effort required to get to a point where improvisation comes easily to the tips of
their fingers. By definition, improvise actually originates from the latin ‘improvisus’ meaning
‘unforeseen’ (Torrance and Schumann, 256). Although the music should be unforeseen to the
audience listening to the music for the first time, it is very rarely completely unforeseen to the
performer. Based on evidence, we already know that experience of some sort is required for
musicians and artificial intelligence alike, but we haven’t yet truly discussed practice. Even a
highly skilled musician— or rather especially a highly skilled musician— will tell you that
practice is key; jazz or classical, it doesn’t matter.

“... it is a mistake to link the “improvised” too closely with the “unprepared.” In fact a
considerable amount of improvised performance is extensively planned in advance—and much
jazz performance includes, or is indeed mainly comprised of, playing from pre-written sheet
music. Even in most contemporary jazz performance, where musicians may improvise singly or
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collectively over extended stretches, there will usually be pre-arranged structural constraints”
(Torrance and Schumann, 256).

In jazz, the line between preparation and performance is blurred, because the musician
always learns something new about the way to approach a piece when performing. A dialogue
between Herbie Hancock and Wayne Shorter (well known jazz- musicians) actually underscores
the notion that improvisation in jazz requires “constant, unseen effort” to achieve true brilliance
(Torrance and Schumann, 254). In this case, Al’s failures and attempts to improvise are only part
of its “constant, unseen effort”, and will eventually (on its journey to development) lay the
correct path and become a successful self-creating ‘organism’.

If, when applying the previously described ‘sense-making’ Al is creating meaning in real
time, is it doing so consciously? If so, then to what extent of consciousness is required for Al to
be on par with human musicians? We now discuss mindlessness versus mindfulness in order to
understand AI’s (and human musicians) expertise development. Looking at American
philosopher Hubert Dreyfus’s texts as a general starting point allows for an introduction to these
questions, and acts as a basis for establishing complex views. Typically, there are two cognitive
systems (with no designated names) which philosophers commonly debate. The first corresponds
to Dreyfus’s notion of “immediate coping” where he argues that organisms operate automatically
and pre-consciously (Torrance and Schumann, 261). In other words, he says that the expertise
development of a musician is a state of unconscious thought, because in his words, “thinking
disrupts smooth coping,” (Bergamin 406). He explains the idea with his famous interpretation of
why Baseballer Chuck Knoblauch kept throwing errors (Bergamin 406). The second system
emphasizes the early stages of development, where organisms act slower, more reflective, and
rely on method-based thinking. With this, rational mindedness combats the supposed
effortlessness of the actions described in System 1. Tensions arise because of the blatant contrast
between Systems 1 and 2.

The definition of expertise to humans is subjective, because to someone who doesn’t play
an instrument, expertise could be a few nice sounding chords. However, when musicians
constantly judge and push themselves (and others) in order to reach the ‘next level” and become
‘better’, only they know how high their goal exactly is. Dreyfus defines everyday expertise in
this case, not as technique or skill, but as how well each individual meets their own needs. He
mentions ‘expert flow in action’, or in other words, full engagement in one’s actions without
overthinking it. This suggests that mindfulness is present in their actions, but detached
contemplation is not involved. A common example would be making coffee everyday for years;
at some point the experience— in Dreyfus’s argument— leads to expert motions without the
requirement of explicit thought (Bergamin 405). Some people may not add an ideal amount of
cream or sugar, but it suits their needs perfectly. Now, if ‘expertise’ truly is what Dreyfus argues,
Al in music is nowhere near reaching the expertise level of humans. Since the model of the Al is
its brain, depending on the kind of model the Al is being fed, it could involve thinking in the
moment, or already have all the instructions ahead of time. Either way, this level of ‘thought’ in
the action does not correspond to Dreyfus’s argument. Some similarities could be seen, because
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if the Al has a genetic system (which was explored earlier on), only the good outcomes would
sustain, and so the AI’s system may have less qualms to reproduce those outcomes (which again
could be seen as “less thought™). Still in the end, Al has no subconscious, so it's impossible for it
to have ‘mindful actions’ without actually thinking. Philosopher John McDowell defends his
claim that rational mindedness is ‘pervasive in our lives’ by arguing that Dreyfus’s idea is a myth
at its very core (Schear 2). McDowell specifically focuses on Dreyfus’s case of a chess master
absorbed in lightning chess. Joseph K. Schear explains McDowell's argument well in the
introduction of his novel Mind, Reason, and Being-In-The-World.
“McDowell urges that the chess master’s absorption does not prevent him from knowing
what he is up to, and that, moreover, if the chess master really is a master, he will be able
to give rational explanations of his moves as intelligible responses to the forces on the
board. So understood, the chess master’s expert play is a case of “cultivated rationality”
in operation. This is precisely the “actualization” of conceptual capacities in experience
and action that McDowell is keen to highlight”.
In terms of humans, philosophers believe McDowell went too far by saying that there is no slow,
reflective thinking (as described in system 2), only completely rational thought without actively
using deep thinking. Although we previously disputed Dreyfus’s argument, there is a truth to the
connection he made between overthinking and disruption of an action. Stage fright is common
for performers— however, experienced musicians can overcome this to some extent by becoming
more absorbed in the music than focusing on their heightened awareness of their surroundings
(which will no doubt be a crippling distraction). American Philosopher Taylor Carman takes a
similar view, regarding McDowell’s theory as ‘scholastic fallacy’ (Schear 12). He believes that
McDowell is attempting to fit structured and rational thinking into experiences that are supposed
to be immediate and not deeply thought out. In other words, he is trying to use complex,
organized thinking where it doesn’t belong, which again is similar to our previous thoughts.
Having rational contemplation as McDowell argues, may prove disastrous to a human musician
then. However, looking at this in terms of artificial intelligence, if McDowell’s theory is correct,
Al is (in contrast to Dreyfus’s theory) already an expert. Al does think rationally after all. Still,
the whole point of this section of the paper is to discuss Al’s ability to express emotions and
make listeners feel the same way they do when human musicians perform. Based on the
hypothesis that emotions, and therefore understanding of both the context and the piece beyond
the surface level of rationality is truly vital, we can discard McDowell’s theory momentarily.
Barbara Montero, a professional ballet dancer turned philosopher takes another view on
Dreyfus’s theory in her “A dancer reflects,” (Schear 16). First, she dismisses Dreyfus’s principle
of automaticity, by arguing that there is not enough psychological evidence to support the theory.
She mentions that action-in-the-flow is not necessarily mindless, and that if it were it would
conflict with scenarios where experts may need to reflect or monitor their actions. This is similar
to classical musicians who often view mindless performance in-the-moment as a mistake.
Musicians like cellist Inbal Segev believe that eliminating thought during performance
eliminates the artist's ongoing conception and image of the music (Torrance and Schumann,
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263). Of course, classical music in comparison to jazz music will be discussed further later on.
Furthermore she diverts from Dreyfus’s theory when she categorizes ‘esoteric expertise’ separate
from ‘everyday experience’ (Bergamin 403). Esoteric expertise refers to specialized knowledge
or experience in a certain thing: such as performance in a particular instrument. Joshua A.
Bergamin acknowledges this in Being-in-the-flow. expert coping as beyond both thought and
automaticity:

“But for Montero, esoteric expertise is marked by a continuous desire to improve and she

insists that this highly-motivated attitude— called kaizen in Japanese— requires explicit

cognitive attention if it is to succeed (Bergamin, 407)”.

Therefore once again the idea that thought and ‘explicit cognitive attention’ is important
surfaces. However, there is also another idea here: for Al to be an esoteric expert, it must have
the desire to improve. In revisiting both the autopoietic perspective and autonomous creativity
(2.1a), for Al to be self-sustaining, it must also have these human-like attributes of wanting to
evolve. This is fundamentally not possible for Al currently, as it is the person who has created
the model who is thinking, and pushing the Al to improve. The Al is a clone of the engineer, not
its own individual— at least not yet. Still, if we take Montero’s theory and apply it here to Al
musicians, there is a significant way to gain esoteric expertise. It also relates to the previous idea
of a ‘constant, unseen effort’, because one would only put in the needed effort should they have
the desire to (or in the terms of artificial intelligence are being programmed to). Comparing
humans and Al in this manner doesn’t help however, because we cannot expect a machine to
replicate the emotions of humans. However, in terms of the acceptance of Al musicians in
society, we can see that there will be a struggle to consider a machine as an expert when it cannot
truly be classified as its own individual. Although there are several more philosophers such as
Gallagher, Toner, and Moran, who contribute immensely to this discussion, the debate on
expertise and mindfulness is helpful in understanding several perspectives on how human/Al
performers (for jazz or otherwise), think and act in the moment.

2.1.c. Classical Music vs Jazz Music

Looking at the difference between classical and jazz music allows for a continuity in the
philosophies explored in the last segment, and of course, brings new ideas about the relative
success of both genres of Al in music. First, there is a clear distinction between jazz and classical
music. Jazz thrives on imperfection, with musicians embracing and owning their "mistakes" to
create artistic expression. In contrast, classical musicians are known for attention to technique in
order to attain a performance as close to perfection as possible. Due to the expectation that
classical musicians replicate a score to technical perfection, they are described by some as
‘robots’ (Pellegrin). The fact that classical musicians are even ranked by objective ability and
seated as such in an orchestra, only adds to this conclusion. However, this is not to say that
classical music has less feeling involved. Though the restrictions on how the music of the time
period and written style by the specific composer, only make it more difficult to express
emotions in phrases, a good classical musician is able to make every perfected note contain
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beautiful emotion. However, the sound each genre produces is different— jazz is freeing in a way
that classical music can’t always be. It lies less so in the score, but more in the soul of the
performance itself. Along with this, improvisation is rarely ever in the equation when it comes to
classical performance. Most classical musicians in the 20th century cannot improvise at all.
These boundaries between jazz and classical have resulted in segregated studies for both genres
of music, and similarly require different types of Al systems to replicate/create (Pellegrin).

We see this difference with AIVA, an Al program which created a 2016 album “Genesis”,
and drew from classical master composers such as Beethoven and Mozart to create its own
music. The piece “Symphonic Fantasy in A minor, Op.21” specifically drew attention as an
impressive creation, because of its use of dynamics and intensity (Hillier and Isaacson). The
AIVA team gathered opinions through 7uring Tests, in which humans try to distinguish whether
the Al generated music is distinguishable from human compositions. As Laidlow (2.0) called it,
a “musical guessing game” of sorts (Laidlow). They found that the majority were not able to tell
there was a difference, and that the Al took the styles of the composers it had samples from and
created something new and profound. However, upon listening to the recordings, they also found
that it still lacked the ‘human touch’, and tended to be repetitive. Although motifs are often used
by composers, the piece often seemed like it was meant to be leading somewhere, but still ended
up back at ground zero. Classically trained musician Hoh Xi Ting, compared the Symphonic
Fantasy and another composition “Scottish Fantasy” by Max Bruch (1800). She explains that
they both begin as “a slow, mellow, low brass melody, later joined by a violin solo”, but the big
difference is that “Humans can feel, and their emotions are reflected in the composition as
themes, harmonies, and the occasional, but well-placed discordant chord (Ting). There is
direction, tension building up to a climax, and a satisfying finale {in the human composed
Scottish Fantasy}”. The imperfection shown in these Turing Tests and the comparison above
illustrate— as James Vincent, a senior reporter who has covered Al, robotics, and more for eight
years at The Verge writes— that Al may be better suited for less structured music. In this case,
jazz would prove to be an extremely suitable genre for Al composition, as its lack of rigid
structure aligns with the short-sightedness of deep learning systems (2.1a) (Vincent).

In order to test this conclusion and attempt to combine the best of both worlds, classical
and jazz, together, Professor Geraint Wiggins of Queen Mary's University introduces "the first
concert consisting almost entirely of music composed by artificial intelligence” (Wiggins)
(Vincent). The first Al-written song was a jazz combo led by Mark d’Inverno— and it proved to
be a remarkable success that “sounded just like the real thing”. However, the team still hadn’t yet
experimented with a less structured classical piece. In order to make it more likable and easier to
comprehend to the audience, the music was presented in the style of a familiar composer: more
specifically, Mozart (with a jazz spin). The two pieces tested by Stefan Lattner were Mozart
Unchained and Mozart Constrained (Vincent). In Mozart Unchained, the professor gave the deep
learning system little guidance, and allowed the Al more freedom to explore and create. The
result was music that sounded less recognizable as classical music, with a melody that was “all
over the place”. Mozart Constrained on the other hand, limited the system’s ability to generate
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melodies outside of the most statistically likely patterns. This attempt was certainly more
coherent, but seemed to be nearly imitating whole 20 second phrases from Mozart's own work.
With the direct comparison of live performances of jazz and two structures of classical music, we
can draw the conclusion that Al makes better independent judgments in jazz music, but these
judgments are out of place in less structured classical music. We can further connect the results
of Mozart Constrained back to Montero’s question of whether Al is able to function on its own
and understand the image of a piece. In this case, the answer is no once again, because it was
Lattner’s thoughts and limitations that allowed the constrained version to perform well, not the
AI’s. However, we can see that Al is suitable in its own way to both genres, and as we will learn
in the next segment, it has the potential to overcome its obstacles and reach a point where both
its rational and irrational ‘thinking’ could be useful.

2.2. Micro and Macro Evolution of Al

The AIVA team contradicted their statement in the previous section that ‘Genesis’ lacked
a human touch, by stating that times are changing, and that people have been getting used to Al
generated music in the past 20 years (Hillier and Isaacson). Al ‘s evolution in the past few years
is certainly characterized by its increased use to people in the macro-world, but can also be
analyzed in the micro-world of each new individual musical piece.

A recent Pitchfork article by Marc Hogan is titled, “Musicians Are Already Using Al
More Often Than We Think”. The article details Grammy-winning engineer and producer Shawn
Everett, experimenting with Open AI’s song creation tool. Everett input a chord progression
from an unreleased Killers song, and requested from the Al a piece in Pink Floyd’s style. He
found that the song was unique and a little strange, but overall he was surprised because he
thought a human couldn’t have done something as creative with the instructions as the Al did
(Hogan). Another credited artist Danny Wolf, an Atlanta-based producer, actively integrates Al
into his work. Wolf (as of May 2023) has been collaborating with ChatGPT to generate the
concept for his entire solo album. He even mentions that he frequently uses Al to create
symphonies, which he then breaks down using another Al program to remove vocals from beats,
and then incorporates them in his work (Hogan).

Peter Martin, an Oscar nominated film producer “... recalls how it would have taken 11
hours of a voice for an Al to be able to mimic it just three years ago. “That is now down to less
than two minutes,” he says” (Hogan). Commenting on the recent Drake Al remake, Martin
explains: “Generating a fake Drake song might involve four or five different Al tools now... But
he’s beginning to see one-stop shops like Uberduck” (Hogan).

The micro-implications however more so affect development within a single piece. We
will be revisiting the ideas of Collaging and Hidden Layers, as well as the performance of
additional Al-generative platforms (2.0) to see this. A 2019 composition for mezzo-soprano and
ensemble called “Alter” uses several algorithms which serve different purposes: MuseNet as a
primary symbolic-generative algorithm, WaveNet as an audio-generative algorithm, and a
combination of a text-RNN and 'GPT-2' as a text generative algorithm (Laidlow). The
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composition is divided into three narrative-driven sections, and is defined by early, middle, and
end points in the AI’s development. In the early Al development of “Alter”, the Al algorithm
was simpler and less refined, and the music/lyrics were naive. Here 'MuseNet generations
explore repetition as a hidden layer; starting from small-scale repeats, then evolving as the
narrative develops, into larger, structural repetition. At the same time, ‘WaveNet’ is used to
create evolving electronic soundscape elements of vocalizations, speech, and singing, that mirror
the narrative development of “Alter”. The Al becomes increasingly self aware in the middle
section of the piece, and gains more maturity according to Laidlow (Laidlow). At the end of
“Alter”, each instrument or voice performs its own line, creating a collage effect. By this point,
Al-generated material (in this case MuseNet), completely takes over the decision making
process, and creates more intricate musical textures.

If Al has the ability to learn to go through the above process on its own, it may be able to
reach the level of human emotional understanding we expect it to. Both in the macro and micro
world of Al-generated music, Al is taking a firmer stance and each new system is becoming a
stronger version of its previous self. The truth is that Al is evolving at a faster rate because
humans are looking for faster ways to produce music. The ethics of Al use in music must be
touched upon in the future in order to fully understand the risks and benefits of Al-generated
music.

3. Conclusion

In conclusion, this research has illuminated the complex relationship between
Al-generated music, and human created music. As we have reviewed, Al-generated music,
although sometimes revolutionary for the time period, is insubstantial in comparison to the music
human musicians produce.

AT’s largest problem is regarding the low level of emotional capacity within its music. Its
inability to create music that makes a significant emotional impact on listeners is no doubt a
great hindrance to its advancement. Not only this, but Al is also unable to create a lasting
connection with the audience, because it cannot interact with fellow humans the way
living-performers can. As discussed before, Al is completely different from humans, and as such
this comparison may not be appropriate. However, because music is almost wholly ruled by
emotions, Al must be able to produce emotions in music to some extent.

We can see this need further in jazz music, where Al has a lot of trouble in creating the
energy and atmosphere required of the genre. Al is unable to improvise without some level of
imitation, and is repetitive to a fault due to limitations in its systems long term memory. In terms
of the question of improvisation, we looked over arguments concerning how Al could be
suitable— or unsuitable in terms of spontaneity. Here some positive light was shed on
Al-generated music being ‘unpredictable’ in a surprisingly creative manner. However the
counterargument to this is Al simply being ‘out of touch’ with music-theory in live
circumstances. Then again it can be argued that making mistakes is important for Al to be
considered an evolving ‘organism’.
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It is obvious that several questions are left unanswered: Is improvisation meant to be
completely in-the-moment, or slightly practiced and structured? Is intrinsic motivation truly
possible for AI? Is expertise described as detached or contemplative? Is the uncanny-valley
theory pervasive or could Al’s advancement lead to growing acceptance in the new generation?
AT’s definition in relation to music, and the way scientists and composers view its evolution will
affect future research on this subject matter, and perhaps bring to attention new claims that could
harm or help the case of Al- generated music.

As we contemplate the significance of Al in music, it becomes evident that understanding
its role is not just a matter of technological advancement but also a profound exploration of
human versus machine in terms of emotion and creativity. AI’s advancement in music could lead
to a future of increased collaboration with human musicians, or complete independence once it
reaches appropriate cognitive ability (in terms of humans subjective critique). In essence, the
acceptance of Al in music means redefining our spheres of creativity and embracing new,
unconventional, artistic expression.
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UFT: A Review of Theoretical Physics By Ravi Shah

Abstract

The greatest challenge facing the world of theoretical physics is unifying gravity with the
other three fundamental forces. Three of the four fundamental forces of physics are described
within the framework of quantum mechanics and quantum field theory. The current
understanding of the fourth force, gravity, is based on Einstein’s general theory of relativity,
which is formulated within an entirely different framework. It states that objects at the largest
scales bend and warp space-time. The problem with general relativity is that it breaks down in
the quantum realm. This signals the need for a new theory. A theory which describes gravity at
the smallest scales. Some worked-on-theories include string theory and loop quantum gravity.
While not all of these theories try to reconcile every fundamental force, some like string theory
try to unify every fundamental framework. This review paper’s intention is to review important
concepts, technologies, and how they affect society in theoretical physics such as relativity,
quantum mechanics, quantum field theories, quantum gravity, and ultimately address the unified
field theory (UFT).

1: Relativity

Maxwell’s equations are a set of four differential equations that James Maxwell published
in 1865. They describe how magnetic and electric fields are created by currents, charges, and
changes in the fields. They also describe vector fields. In order to know everything about what is
happening in a vector field, you must know its two properties: its divergence and its curl.
Maxwell’s four equations describe the divergence of the electric field, the divergence of the
magnetic field, the curl of the electric field, and the curl of the magnetic field. When you
combine these four equations, you end up with a wave equation. The wave equation for an
electromagnetic wave, light. A wave equation gives you the speed of that wave. When you
calculate this specific wave equation, you end up with the speed of light.

However, there is an issue. Let’s say you were measuring the speed of an electromagnetic
field on a train, and there was another guy measuring the speed of that same electromagnetic
field outside the train. You and the guy outside the train should have measured the same speed
for the electromagnetic wave you guys were measuring. This tells us that the speed of light
should be the same in all reference frames. Which totally didn’t make sense to the scientists at
the time. At the time, we had a very intuitive relativity known as Galilean relativity. Which
basically says that if [ was in a train moving at 100 mph and there was another train moving at 90
mph, I would see my train move 10 mph faster than the other one. So you could see why it made
no sense that the speed of light was constant in every reference frame.

Scientists attempted to come up with solutions to this problem. One of these solutions was called
the aether. The aether was said to be the medium through which light travels and is able to move
and propagate through space. So, people thought that that was what caused the speed of light to
be the same at all reference points. Then people went looking for this aether. But what came up
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was considered the most famous null result of an experiment. It was called the
Michelson-Morley experiment. It was designed to measure the extra time it took a light beam to
travel there-and-back against the aether wind, compared to a light beam traveling sideways
across the aether wind. They ended up being the same, which disproved the aether.

Now this is where our friend, Mr. Einstein, comes in. Einstein theorizes that something
else is actually going on. He creates the theory of relativity. Relativity solves the contradiction
between Galilean relativity and Maxwell’s equations.

1.1: Special Relativity

Albert Einstein presented the theory of special relativity in 1905. This theory laid the
foundation for a new understanding of spacetime and provided a resolution to the apparent
contradictions in the behavior of light and the constancy of its speed.

Einstein proposed that space and time are interconnected as a four-dimensional
continuum known as spacetime. Events in the universe are described by their coordinates in
spacetime, which comprise three spatial dimensions (length, width, and height) and one temporal
dimension (time).

Einstein’s theory is based on two postulates: the principle of relativity and the constancy of the
speed of light. The principle of relativity states that the laws of physics are the same for all
inertial (non-accelerating) observers. The constancy of the speed of light means that the speed of
light in a vacuum is the same for all observers, regardless of their relative motion.

According to special relativity, time is relative and can dilate or stretch depending on the
relative motion between observers. When two observers are moving relative to each other at a
significant fraction of the speed of light, they will measure different time intervals for the same
event. The faster an object or observer moves, the more time appears to slow down for them
compared to a stationary observer. As an object’s speed approaches the speed of light, time
dilation becomes more apparent.

This is shown in the famous Hafele-Keating experiment. Joseph Hafele, a physicist, and
Richard Keating, an astronomer took four atomic clocks aboard commercial airlines. By flying
twice around the globe, first eastward and then westward, they were able to compare their clocks
to those still at the United States Naval Observatory. Ultimately, the clocks were discovered to
disagree with each other when they were put back together. Although the disagreements in the
clock readings were relatively small (around ten nanoseconds), they were significant in proving
time dilation on our own planet.

Further evidence of time dilation can be demonstrated by the behavior of muons. Muons
are particles with short lifetimes. When muons are emitted from the sun and travel at relativistic
speeds towards the Earth’s surface, they should decay relatively quickly according to their
lifetime of 2.197 millionths of a second. However, due to time dilation, a significant number of
muons reach the Earth’s surface. The stationary reference frame in this phenomena is us, an
observer at rest relative to the Earth’s surface. They’re usually the scientists or researchers that
detect the muons. These muons moving at relativistic speeds appear to have longer lifetimes than
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their natural lifetime at rest. The moving reference frame is the perspective of the muon itself.
From the muon’s viewpoint, it is moving through space and time. From the muon’s point of

view, it is at rest within its own frame of reference. In this frame, all the physical laws, including

the behavior of its own internal clock, operate as they would in any inertial (non-accelerating)
frame. Therefore, the muon perceives its clock to tick normally, and it experiences no time
dilation.

Another consequence of special relativity is length contraction, which describes how
objects moving at relativistic speeds appear shorter along the direction of their motion when
observed by a stationary observer.

Time dilation and length contraction are both demonstrated in the well-known “Twin
Paradox” experiment (Figure 1). Imagine two identical twins, Alice and Bob. Alice stays on

Earth, while Bob embarks on a high-speed journey into space, traveling at a significant fraction

of the speed of light to a distant star and then returns to Earth. The paradox arises when Bob
returns to Earth. According to special relativity, during his journey, Bob’s onboard clock ticks

more slowly than Alice’s clock on Earth. As a result, when Bob returns, he will be younger than

Alice.

This paradox is solved in two ways:

From Bob’s perspective, he remained at rest in his own reference frame, and it was Alice

who was moving away from him and then back toward him. Therefore, according to Bob, it is
Alice who ages more slowly. This might seem counterintuitive, but it’s a fundamental
consequence of the principle of relativity.

And the second way:
Consider that Bob experienced two phases of motion: accelerating to reach the high
speed and then decelerating to return to Earth. These acceleration phases break the symmetry

between the twins’ frames. It is during these acceleration phases that Bob ages less than Alice.

When he returns to Earth, he has experienced less time than Alice because of these periods of
acceleration.

Figure 1: Twin-Paradox Experiment
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Another thought experiment validating principles in relativity is the ladder paradox.
Suppose a ladder travels horizontally at relativistic speeds and is experiencing length contraction.
The ladder passes through an open barn door that is shorter than its rest length. If the ladder was
not moving, it would not fit through the door. To a stationary observer, due to the contraction, the
moving ladder is able to fit entirely inside the building as it passes through. From the point of
view of an observer moving with the ladder, the ladder will not be contracted, and it is the
building which will be contracted to an even smaller length and the ladder will not be able to fit
through the door.

This contradiction rises from the mistaken assumption of absolute simultaneity. In
relativity, simultaneity is relative to each observer, making the answer to whether the ladder fits
inside the garage also relative to each of them.

1.2: General Relativity

Albert Einstein developed the theory of general relativity, presented in 1915, which
revolutionized our understanding of gravity and extended the principles of special relativity to
accelerated frames of reference and gravitational fields.

The Equivalence Principle in general relativity states that there is no local experiment
that can distinguish between gravitational acceleration and acceleration due to other forces. This
principle leads to the conclusion that gravity and acceleration are fundamentally
indistinguishable.

Unlike Newton’s idea of gravity as a force acting at a distance, Einstein proposed that
gravity arises due to the curvature of spacetime caused by mass and energy (see figure 2).
Objects with mass (like planets, stars, and galaxies) curve the spacetime around them, and other
objects moving through this curved spacetime follow paths that we perceive as gravitational
attraction. During a solar eclipse, Sir Arthur Eddington led an expedition to measure the apparent
shift in the positions of stars near the Sun due to its gravitational field. According to general
relativity, light rays passing close to a massive object like the Sun should experience
gravitational deflection. The observations during the eclipse confirmed the predicted bending of
starlight around the Sun, verifying Einstein’s theory.

General relativity and the curvature of spacetime

In empty space, or spacetime, But s
the field is flat

Figure 2: Curvature of Spacetime
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Similar to the time dilation in special relativity due to relative motion, general relativity
predicts gravitational time dilation. Clocks in stronger gravitational fields tick more slowly
compared to clocks in weaker fields. Robert Pound and Glen Rebka measured the change in the
frequency of gamma-ray photons emitted at the bottom of a tower and detected at the top.
According to general relativity, light should lose energy when it climbs against the gravitational
field of the Earth, leading to a redshift in its frequency. The experiment confirmed this effect,
providing strong evidence for the gravitational time dilation predicted by general relativity.

Additionally, general relativity predicts the existence of gravitational waves, which are
ripples in spacetime that propagate at the speed of light. These waves are generated by the
acceleration of massive objects, such as colliding black holes or neutron stars. In 2015, the Laser
Interferometer Gravitational-Wave Observatory (LIGO) detected gravitational waves for the first
time, providing direct evidence for their existence.

2: Quantum Mechanics

One of classical mechanics’ flaws was the inability to describe phenomena at the smallest
scales. It couldn’t explain what was happening with the behavior of particles or atoms. In the
early 1900s, physicists made a shocking discovery. Consider a black body substance. A
blackbody is a surface that absorbs all radiant energy falling on it. Visible light is absorbed rather
than reflected on a black body, which produces the color black. It is possible to predict the
intensity of the energy coming from a blackbody (blackbody radiation) based on its temperature.
Physicists developed an equation to calculate the intensity, using the assumption that light is a
wave. They found a problem with this theory. The equation was known as the Rayleigh-Jeans
law, and it predicted that the higher the frequency of the radiation, the higher the intensity. It also
says that the intensity of radiation emitted by a black body is directly proportional to the
temperature and inversely proportional to the wavelength raised to the power of 4. This matched
experimental conclusions, but only up to a certain point. The Rayleigh-Jeans law in terms of
wavelength, A, is denoted by:

Q{TL'THT
PN =3

Once the frequency of the light reached the ultraviolet range, the law broke down, as it
didn’t match the experimental results and it predicted an infinite intensity of the light. The law
agrees with experimental results at large wavelengths, which have low frequencies, but disagrees
at short wavelengths, which have high frequencies. This was known as the ultraviolet catastrophe
and signaled the need for the development of something new, a different theory. This catastrophe
was resolved by Max Planck, who created a different equation that successfully described what
was actually happening.
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Planck successfully resolved this catastrophe but unintentionally started a new one. According to
Planck, electromagnetic energy takes the shape of tiny, discrete packets called quanta. After a
certain point, you can’t divide energy into anything smaller than these quanta packets. This was
the beginning of the theory known as quantum mechanics, which describes energy and particles
at the smallest scale.

2.1: Wave and Particle Theory of Light

Before Max Planck, energy was considered a continuous flow. Einstein argued that light
energy traveled in packets called photons, which made light behave like a particle. But there
were many experiments that showed that light behaved like a wave.

The double-slit experiment (see figure 3) was a famous experiment that demonstrated the
wave behavior of light. It was conducted by Thomas Young in the early 19th century. Imagine a
barrier with two closely spaced slits. On the other side of the barrier is a screen that acts as a
detector. A light source emits a beam of light toward the barrier, and the light passes through the
slits and reaches the screen. The goal of the experiment is to observe what pattern emerges on the
screen.

y

Metal Sheet

Light Source

Screen

Figure 3: The Double-Slit Experiment

In classical wave theory, if light is treated as a continuous wave, the light waves passing
through the two slits will interfere with each other when they overlap on the other side of the
barrier. This is known as diffraction and is a fundamental law of waves. According to this
prediction, you would expect to see an alternating pattern of bright and dark bands on the screen.
These bands arise from constructive interference (where waves add up to create a bright spot)
and destructive interference (where waves cancel out to create a dark spot). This is exactly what
is observed in the experiment.

The interference pattern observed in the double-slit experiment is a clear indication that
light is behaving as a wave. As I said, the pattern is a consequence of the constructive and
destructive interference of light waves emanating from the two slits. Waves with troughs (low
points) meeting troughs or crests (high points) meeting crests reinforce each other, creating
bright fringes. Troughs meeting crests result in cancellation, forming dark fringes.

As I spoke about before, wave equations are a fundamental part of physics. Maxwell’s
equations produce a wave equation, which gives the speed of light. But it does so, assuming that
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light is a wave. And yes, wave equations successfully describe waves. Those being
electromagnetic waves or even mechanical waves. So light was officially deemed a wave for
many years. Then Planck unintentionally provided evidence that energy could exist as discrete
packets known as quanta.

Planck’s discovery of quantized energy opened up many opportunities for physicists at
the time to step into the world of quantum mechanics and make discoveries of their own. One of
them was our good friend Einstein. Einstein is most known for his contributions to the theory of
relativity, but he didn’t actually win a Nobel Prize for them. He won the Nobel Prize for his work
on the photoelectric effect.

The photoelectric effect (figure 4) was discovered by German physicist Heinrich Rudolf
Hertz in 1887. Hertz discovered that the voltage at which sparking occurs changes when
ultraviolet light is shined on two metal electrodes with a voltage connected across them. Einstein
used the photoelectric effect to experimentally prove that light was actually a particle.

The photoelectric effect occurs when photons (light quanta) interact with atoms in a
material. Each atom has a collection of electrons surrounding its nucleus, and these electrons are
held in various energy levels or shells. When a photon with sufficient energy strikes an atom’s
electron, it can transfer its energy to the electron. If the energy of the photon is high enough to
overcome the binding energy (work function) of the electron, the electron can be liberated from

/
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the atom and ejected from the material’s surface.

Electromagnetic radiation

Metal plate

Figure 4: Photoelectric effect

Einstein also realized that you could learn a lot about the properties of light by studying
the emission of electrons.

He discovered that the kinetic energy of the emitted electrons depends on the frequency
of the electromagnetic radiation. There is also a threshold frequency below which no electrons
are emitted for a given metal.

It is also important to know that particle theory and wave theory both agree that the
electrons will be knocked out of the material, but they have different reasons why. According to
wave theory, when an electron is struck by a light beam, the force generated causes the electron
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to be ejected from the metal. The strength of the electric field acting as a force on the electrons
will rise as the light intensity increases. As a result, more electrons are ejected from the metal
with a higher speed and kinetic energy.

According to particle theory, when individual photons strike a metal, electrons are ejected
from the metal. The photon is destroyed during the collision, and its energy is transferred to the
electron, which is ejected from the metal. It takes a minimum of energy for this effect to occur.

So which one is correct, particle theory or wave theory? We can ask ourselves some
questions to figure this out. Is there a specific frequency threshold of the photons below which
electrons are not emitted? Indeed, there is. However, as we elevate the frequency of the photons,
the maximum kinetic energy exhibited by the liberated electrons also increases. Now, does the
intensity of light exert an influence on the electrons’ maximum kinetic energy? Not quite.
Intensity, instead, plays a role in the quantity of electrons ejected, leaving their energy
unaffected.

Eventually, through calculation and consideration of these questions and answers,
Einstein figured out that he was right. Light really does exist as tiny packets of energy called
photons, and the photoelectric effect breaks down in terms of wave theory. The question many
people were asking, though, was, Is light a wave or a particle?

Light is proven to be a particle, but there were many experiments before that showed that
light behaved like a wave. You can’t ignore experimental results that are valid.

So eventually, physicists had to admit that energy could exhibit wave and particle
characteristics at the same time. This was called wave-particle duality, and we’ll go in depth on it
in the next chapter.

2.2: Wave Particle Duality

Wave-particle duality states that particles such as electrons or photons can exhibit
wave-like behavior and particle-like behavior. Einstein said, "It seems as though we must
sometimes use one theory and sometimes the other, while at times we may use either. We are
faced with a new kind of difficulty. We have two contradictory pictures of reality; separately,
neither of them fully explains the phenomena of light, but together they do.”

Most physicists at the dawn of wave-particle duality thought that electrons were particles,
but it turns out that if you emit electrons through a double slit, they defract. This was proven to
be true for other particles as well, proving that wave-particle duality applies to all matter.

The de Broglie wave equation is a wave equation that solves for the wavelength of a
moving electron. It is denoted by:
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Many physicists disagreed with each other on the concept of wave-particle duality. Niels
Bohr thought that a particle would exhibit wave or particle properties depending on its physical
setting. Including how it was observed, or where it existed in space.

Werner Heisenberg considered that wave-particle duality was present for all quantum
objects. He coined the term wave-particle equivalence for his view on particle duality.
Heisenberg’s equivalence principle comes from two distinct approaches to wave-particle duality.
One is the statistical interpretation of the wave function, and the second is that of quantized
matter waves. Both of these approaches turned out to be mathematically equivalent and led to the
same results. This convinced Heisenberg that the wave and particle depictions of electrons were
different ways of describing the same thing.

The Schrodinger equation is a linear partial differential equation that governs the wave
function of a quantum system. A wave function is a mathematical description of the probability
of finding a particle in any given spot. It’s denoted by the Greek symbol y (psi). Every wave
needs a wave equation. That’s a fundamental property of waves. So if particles are waves, then
they need a wave equation. That’s what the Schrodinger equation does for particles. It was
named after Erwin Schrodinger, who postulated the equation in 1925 and published it in 1926.
The Schrodinger equation can be thought of as Newton’s second law of classical physics’
quantum analogue. Newton’s second law uses mathematics to predict the course that a particular
physical system will take over time given a specific set of initial circumstances. The Schrodinger
equation provides a wave function’s evolution over time.

The equation looks like this:
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2.3: Uncertainty Principle

Heisenberg was one of the founding fathers of quantum mechanics. He accomplished
many things in his lifetime. Most notably, the creation of the uncertainty principle The
uncertainty principle states that you can’t know certain complementary properties of a quantum
object with accurate precision at the same time. Some of these complementary properties include
position and momentum, or energy and time.

It’s basically a trade-off. If you wanted to know a particle’s position, you would know
less about its momentum, and vice versa. The same thing applies to every complementary
property, including energy and time.

This problem arises due to the way scientists try to find a particle’s position or
momentum. Let’s say you wanted to know the position of some particle propagating through
space. In order to do that, we could use x-ray photons. X-rays have very short wavelengths,
meaning they have very high energies. In order to find the position of this particle, we could
knock this x-ray photon straight into it. I know it sounds a bit peculiar, but by tracking the

54



movement of our x-ray photon to the exact moment it hits our particle, we will know its position.
Now, the reason why we can’t know its momentum comes from classical physics. The
conservation of momentum. Once we hit our particle with our x-ray photons, we completely
throw off the momentum of our particle.

Now let’s try to find the momentum of our particle. In order to do that, let’s use radiation
with a higher wavelength like a radio wave. If we knock the radio wave into our particle it won’t
disturb the particle much because it doesn’t have as much energy as an x-ray. The flaw of using
radiation with a higher wavelength is simply that the wavelength is longer, so we are less certain
of its position.

Another uncertainty in quantum mechanics is the time-energy uncertainty. It states that
there is a tradeoff (much like in position-momentum uncertainty) in which we can measure the
energy of a quantum system and the precision with which we can measure the time at which that
energy measurement occurs. This uncertainty comes from the conservation of energy, which is a
huge fundamental law in classical mechanics. Quantum mechanics says that overall, energy is
conserved, but as long as energy pops in and out of existence fast enough, it’s not disobeying the
laws of physics. Basically, energy can just exist then not exist. As long as energy pops out of
existence in a small fraction of a second, it’s all good. Particles do this all the time in space every
fraction of a second. This way that energy in quantum systems can pop in and out of existence is
a huge reason for the incoherence between two theories that we will come to later.

2.4: Spin

Angular momentum is a term used a lot in classical mechanics. It is the rotational analog
of momentum, specifically linear momentum. It is a vector, meaning it has both a direction and a
magnitude. The properties of bicycles, motorcycles, and even frisbees are described by the
conservation of angular momentum.

Spin is a type of angular momentum that travels with all particles and even atoms. While
classical angular momentum is associated with the rotation of an object around a point, spin is an
inherent property of particles and is not tied to any physical rotation. It’s more like a wave
property. Spin is quantized and can only take certain discrete values, so spin is given a spin
quantum number.

The Stern-Gerlach experiment is an experiment that demonstrates the quantization of
angular momentum and the properties of spin. It was first performed by Otto Stern and Walther
Gerlach in 1922.

The experiment involves a beam of particles being passed through an inhomogeneous magnetic
field gradient. The magnetic field gradient varies along a specific direction, which we’ll call the
z-direction. When the particles (with spin) pass through the magnetic field gradient, they split
into discrete, separate beams.
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Figure 5: Stern-Gerlach Experiment

The quantization of angular momentum means that the component of the particle’s spin
along the z-direction can only take certain discrete values. For a particle with spin 1/2, such as an
electron, there are two possible spin states: spin-up (+1/2) and spin-down (-1/2) along the chosen
direction. This leads to the splitting of the incoming beam, as mentioned earlier, into two
separate beams—one deflected upwards and the other downwards—corresponding to the two
spin states. Fortunately, this is exactly what was observed, demonstrating spin for the first time.

The first relativistic wave equation was the Dirac equation. Relativistic wave equations
predict the behavior of particles at high velocities in terms of relativity and quantum mechanics.
It describes all massive particles, called “Dirac particles”, such as electrons.

(f0—my=20

This is the reduced Dirac equation. Seems simple but explains a lot. This one equation
was the stepping stone for a new age of quantum mechanics. An age of reconciliation and
quantization of fundamental interactions, quantum mechanics, relativity and other physical
phenomena. These theories are known as quantum field theories (QFT).

3: Quantum Field Theory

There are four fundamental forces in the universe. Gravity, electromagnetism, and the
weak and strong nuclear forces The gravitational force is the force of attraction between masses.
It keeps celestial bodies, like planets and stars, in orbit and governs the motion of objects on
Earth. As I spoke about earlier in this paper, gravity is described as a curvature of spacetime in
general relativity. Gravity is the weakest of the four fundamental forces. Its strength is
proportional to the masses of the interacting objects and inversely proportional to the square of
the distance between them, as described by Newton’s law of universal gravitation.

The electromagnetic force is responsible for interactions between electrically charged
particles. The electromagnetic force is relatively strong and follows Maxwell’s equations, which
describes the force between charged particles.
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The weak nuclear force is responsible for the change of one type of subatomic particle
into another. It also describes certain types of nuclear reactions, like beta decay. It plays a crucial
role in processes like stellar nucleosynthesis (the process by which stars create chemical
elements through nuclear fusion) and the behavior of neutrinos. Neutrinos are the most abundant
particles that have mass in the universe. Every time nuclear fusion or fission occurs, it produces a
neutrino. Even bananas emit neutrinos—they come from the radioactivity of the potassium in the
berry. Additionally, the weak force operates over very short distances, typically within the size of
atomic nuclei.

The strong nuclear force, also known as the strong interaction or color force, binds
particles together to form nuclei. The strong force is exceptionally strong, but it is also
short-ranged, rapidly decreasing with distance. If not for the strong force the positively charged
protons in a nucleus would repel each other rather than bind together.

3.1: Quantum Electrodynamics (QED)

Quantum electrodynamics (QED) is a quantum field theory that describes the
fundamental interactions between photons and charged particles, primarily electrons.
Fundamentally, it describes the electromagnetic force in terms of quantum mechanics. Dirac’s
famous paper, titled The Quantum Theory of the Emission and Absorption of Radiation,” was
published in 1927. The paper was the beginning of QED. The paper is notable for its introduction
of the concept of ”second quantization,” which is a method for quantizing fields in a way that
treats particles as excitations of those fields.

In his paper, Dirac derived expressions for the transition probabilities of electrons moving
between different energy levels through the absorption or emission of photons. These transition
probabilities were calculated using the newly developed formalism of second quantization.

Another idea that Dirac’s paper introduced was antiparticles. Using his Dirac equation,
Dirac proved the existence of antiparticles. Antiparticles are particles that have the same mass
and characteristics as a standard particle, but with the opposite electric charge. Antielectrons,
which are known as positrons, have a positive charge rather than a negative (like electrons do.)
On the other hand, antiprotons have negative electric charges instead of positive (like regular
protons do).

Although Dirac introduced a huge and successful quantum theory of electromagnetism,
there was still much work to be done on QED. Richard Feynman first introduced his Feynman
diagrams in 1948. Feynman diagrams are used by physicists for understanding and calculating
particle interactions in QED. Prior to their introduction, physicists struggled with complex
equations and lengthy calculations, making it challenging to gain insights into QED.

Feynman diagrams are composed of four fundamental elements: vertices, lines, arrows,
and loops. Vertices in the diagrams represent interaction points where particles come together
and interact. In QED, a common vertex involves one electron, one positron, and one photon.
These points indicate the fundamental forces responsible for particle interactions.
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Lines in Feynman diagrams represent particles, with different types of lines
corresponding to different types of particles. For example, solid lines typically represent
electrons, while wavy lines represent photons (see figure 6).

Arrows indicate the direction of particle flow. Some also point forward or backward in
time, as antiparticles in Feynman diagrams move backward in time.

» [

Figure 6: Feynman diagrams

This (figure 6) is an example of a Fenyman diagram. It involves one electron, one
positron, one photon, one quark, one antiquark, and one gluon. Quarks and gluons are
fundamental particles. However, they have a little more to them that we’ll get into in a bit.

This certain Fenymen diagram depicts the path that a colliding electron and positron
follow. First, the electron and positron collide. This collision produces a photon (represented by
the blue wave pattern), which ultimately splits into a quark-antiquark pair. The antiquark also
radiates a gluon which is represented by the green helix.

Additionally, Feynman diagrams must satisfy conservation laws, ensuring that charge,
energy, momentum, and other fundamental quantities are conserved at each vertex and
throughout the diagram. If a conservation law wasn’t conserved throughout a diagram, then the
diagram would be unusable.

Furthermore, the probability amplitude for a specific particle interaction is calculated by
summing the contributions of all possible Feynman diagrams corresponding to that interaction.
Each diagram represents a possible path, and the total probability of a process is obtained by
summing over all contributing diagrams. This is known as the path integral formulation and is
utilized in other areas of physics as well.

While Feynman diagrams are closely associated with QED, they have been extended to
describe interactions involving other fundamental forces, such as the strong and weak nuclear
forces. In this context, additional particles and vertices are introduced to accommodate the
specific characteristics of those forces.

At the time, QED was a breaking point in quantum field theory, but there were still many
steps to take in reconciling the other fundamental forces with quantum mechanics. The next
force was the strong interaction.

The quantum field theory of the strong force is known as quantum chromodynamics

(QCD).
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3.2: Quantum Chromodynamics (QCD)

Quantum chromodynamics was formulated in the early 1970s as a result of the efforts of
physicists Murray Gell-Mann and George Zweig. It was introduced as a theory to explain the
strong nuclear force, which binds protons, neutrons, and other hadrons (any particle that is made
up of two or more quarks) together within the atomic nucleus. Gell-Mann and Zweig’s work
introduced the concept of ”quarks” as the fundamental building blocks of matter. Quarks are
what make up hadron particles. They come in various flavors or types, such as up, down, strange,
charm, bottom, and top. The different types of flavors make up particles, and the distinct
combinations of these flavors make up different types of particles. For example, protons consist
of two up quarks and one down quark. These quarks are held together by the exchange of gluons,
which are massless vector bosons. Bosons are particles that mediate a fundamental force. Gluons
are bosons, so they must carry a fundamental force. In fact, it’s true that gluons are the force
carriers of the strong force. The other fundamental class of particles is known as fermions.
Quarks and leptons (particles that are not made up of quarks, like electrons), as well as most
composite particles, like protons and neutrons, are fermions.

One of the most remarkable features of QCD is asymptotic freedom, a phenomenon that
describes how quarks and gluons interact at very short distances or high energies. At these scales,
the strong force weakens, allowing quarks and gluons to behave almost as free particles.

In contrast to asymptotic freedom, confinement describes how, at larger distances or
lower energies, quarks and gluons are never found as isolated particles but are always confined
within hadrons, like protons and neutrons. This phenomenon is still not fully understood and is
one of the challenges facing QCD.

In QCD, there are three ’colors” and their corresponding “anticolors”, often denoted as
red, green, and blue, and their antired, antigreen, and antiblue counterparts. These terms are mere
labels, and they do not refer to the colors we perceive in everyday life. Instead, they are abstract
properties assigned to quarks and gluons.

QCD is a non-abelian gauge theory, meaning that the order of operations (i.e., the
sequence in which different color charges interact) is essential. Unlike QED, where the
electromagnetic force is abelian (order independent), the non-abelian nature of QCD introduces
unique complexities. Quarks and gluons interact with each other through the exchange of gluons,
and these gluon-gluon interactions are influenced by the color charges involved.

Color confinement is deeply intertwined with color charge. When quarks attempt to move
apart and increase the distance between them, the strong force attraction between them
intensifies, not weakens, as in QED. The strong force attraction greatly strengthens as the
distance between the two quarks approaches one femtometer. After the distance exceeds one
femtometer, the strong force starts to weaken. But as the distance approaches one femtometer,
the binding force is too strong for the quarks to overcome, and the quarks stay together. This
behavior makes it impossible to separate quarks from one another, as the energy required to pull
them apart becomes infinite. Instead, quarks are always found in color-neutral combinations,
forming hadrons.
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Figure 7: Color Confinement

The x axis shows the separation of nuclei and quarks in femtometers. The y axis
describes the amount of force between the quarks. The higher y direction shows how the strong
force is repulsive at short distances while the lower y direction shows how the strong force gets
more attractive as it approaches one femtometer. It’s important to note that we can ground these
ideas in reality through experimental observations.

The European Muon Collaboration (EMC) experiment in the late 1970s and early 1980s
provided crucial evidence for the existence of quarks within protons and neutrons. High-energy
electrons and muons were used to probe the internal structure of nuclei, revealing the distribution
of quarks within them.

Additionally, experiments on particle accelerators such as CERN’s Large Hadron Collider
(LHC) have produced strong evidence for QCD. In particle accelerators, high-energy collisions
produce sprays of particles known as jets, which can be precisely predicted and explained by
QCD calculations. The observation of jets provides experimental confirmation that QCD and
building blocks of reality agree with each other.

Furthermore, numerical simulations of QCD on a discrete lattice have been instrumental
in understanding the non-perturbative aspects of the theory, including confinement. These
simulations provide insights and confirmation of the behavior of quarks and gluons at low
energies and have been used to calculate the properties of hadrons from first principles.

3.3: Electroweak Interaction

The electroweak interaction unifies the electromagnetic and weak forces. This emerged
during the mid 20th century as the three physicists Sheldon Glashow, Abdus Salam, and Steven
Weinberg independently discovered that they could create a gauge-invariant theory of the weak
force but they also included the electromagnetic force.

The unification of electromagnetism and weak interaction was achieved by introducing a
new set of force carriers, known as the W+ and W- bosons and the neutral Z boson. The photon
was also reconciled within the interaction as it’s the force carrier of the electromagnetic force.
Making the photon a boson as well.

The electroweak theory also incorporates the Higgs mechanism, proposed by Peter
Higgs. This mechanism introduces a scalar field, the Higgs field, that gives mass to the W and Z
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bosons while leaving the photon massless. It’s also associated with a scalar boson called the
Higgs boson, which is the quantum excitation of the Higgs field.

The most famous and significant experiments to discover the Higgs boson took place at
the Large Hadron Collider (LHC) at CERN. They collide high-energy protons accelerated to
nearly the speed of light. These collisions produce a wide variety of particles. The LHC is
equipped with several detectors, with the two main ones being the ATLAS and CMS
experiments. On July 4, 2012, CERN announced the discovery of a new particle that was
consistent with the Higgs boson. This discovery was the result of extensive data analysis from
both the ATLAS and CMS experiments. It successfully confirmed the existence of the Higgs
field

The electroweak interaction actually became what is now known as the Standard Model
of Particle Physics. This was done by reconciling QCD and QED with the electroweak
interaction. Making the Standard Model actually a unification of electromagnetism, the strong
force, and the electroweak interaction.

3.4: Standard Model of Particle Physics

The Standard Model of Particle Physics, as seen in figure 8, is the framework that
describes and reconciles electromagnetism, the strong force, and the electroweak interaction.
This chapter will serve as a review of this section while also introducing the next.

The Standard Model predicts a variety of elementary particles. These particles can be
classified into two categories: fermions and bosons. Fermions are the building blocks of matter
and comprise the particles we typically think of as ”fundamental.” There are two types of
fermions: quarks and leptons.

Quarks come in six flavors: up, down, strange, charm, bottom, and top. They are never
observed in isolation due to confinement (a property of quantum chromodynamics) and combine
to form hadrons like protons and neutrons.

Leptons consist of the electron, muon, tau (like an electron but heavier), and their
corresponding neutrinos. Leptons are electrically charged (except for neutrinos) and do not
experience or react to the strong force.

Bosons are force-carrying particles responsible for transmitting the fundamental forces of
nature. Photons, y, mediate the electromagnetic force and are responsible for electromagnetic
interactions like light and electromagnetic fields. W+ and W- bosons are the carriers of the weak
nuclear force and are responsible for processes like beta decay in atomic nuclei. Z bosons (Z0)
are like the W bosons, but they mediate the weak nuclear force and are electrically neutral.
Gluons mediate the strong nuclear force, acting as the exchange particle for the interaction.
Through their strong interaction, gluons bind quarks into groups, forming hadrons such as
protons and neutrons. The Higgs boson is associated with the Higgs field, which gives mass to
particles via the Higgs mechanism. Additionally, the standard model also describes fermions’
antiparticles. This (figure 8) is a diagram that represents the particles that the standard model
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predicts. As you can see, it has every quark and antiquark. Every lepton and anti-pair and, of
course, the bosons. It even labels each particle with its spin, mass, and charge.

Standard Model of Elementary Particles
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Figure 8: Standard Model of Particle Physics

While the Standard Model is highly successful, it has its limitations. For example, it
doesn’t incorporate gravity. Only three of the fundamental forces are reconciled within it. And so
the search for what is known as the theory of quantum gravity is upon us.

4: The Unified Field Theory

Quantum gravity attempts to explain how gravity works on the smallest particles in the
universe. In the beginning of this paper, I talked about how gravity is successfully described
within general relativity. General relativity describes spacetime as a continuous, smooth fabric
that can curve and warp in response to the presence of mass and energy. This makes quantum
gravity an attempt at unifying general relativity with quantum mechanics.

Unfortunately, reconciling quantum mechanics with general relativity has some
problems. Simply put, general relativity describes massive objects (like stars and galaxies), while
quantum mechanics describes objects at the smallest scales (like particles and atoms). You can
see the incoherence here. Additionally, general relativity predicts the existence of singularities at
the centers of black holes, where spacetime curvature becomes infinitely steep. These
singularities are considered problematic because they are very small but are points of infinite
density. Basically, they are objects that are extremely tiny but are also extremely dense. General
relativity and quantum mechanics provide different explanations for why this is, which
ultimately signals even more incoherence between the two theories. Furthermore, quantum
mechanics describes spacetime as fundamentally uncertain and unpredictable. It’s constantly in a
state of change and fluctuation.

These short bursts of energy are known as quantum fluctuations, and they are governed
by the laws of the uncertainty principle (specifically the time-energy uncertainty). So spacetime
almost looks like a collection of weird bumps. Almost like a pot of water boiling under a stove.

4.1: Quantum Gravity

In order to quantize gravity, we can look at other ways we quantized the other
fundamental forces. The other fundamental forces are quantized by bosons that carry the
fundamental forces. So maybe we can find a boson that carries the gravitational force. In the
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context of gravity, the hypothetical particle associated with the gravitational force is referred to
as the graviton.”

As done with electroweak interaction, we can treat gravity as a quantum field, and the
graviton is the quantized excitation of this field. Much like other particles, gravitons would have
quantum properties, including spin, energy, and momentum.

Unfortunately, when one attempts to quantize gravity in a straightforward manner, such
as treating it as a perturbative quantum field theory, infinities arise that are not easily
renormalized. Making the graviton quite a difficult task to even calculate. Additionally, unlike
other fundamental forces, gravity is always attractive and universally so. This uniqueness
presents challenges in constructing a quantum field theory that can quantize gravity and describe
it consistently with the other forces.

Furthermore, gravitons remain theoretical constructs, and experimental evidence for their
existence has not been found. Detecting gravitons directly is extremely challenging due to the
extreme weakness of the gravitational force compared to other fundamental forces.

Another concept to note as we move further into quantum gravity is supersymmetry.
Supersymmetry is a spacetime symmetry between two classes of particles: bosons and fermions.
In supersymmetry, each particle from one class would have an associated particle in the other,
known as its superpartner, the spin of which differs by a half-integer. For example, if the electron
exists in a supersymmetric theory, then there would be a particle called a selectron (superpartner
electron); a bosonic partner of the electron. In the simplest supersymmetry theories, with
perfectly “unbroken” supersymmetry, each pair of superpartners would share the same mass and
internal quantum numbers, besides spin. More complex supersymmetry theories have a
spontaneously broken symmetry, allowing superpartners to differ in mass. Supersymmetry has no
experimental evidence and has yet to be proven, but has become useful in later attempts at
quantum theory of gravity.

Fortunately, the quest for a theory of quantum gravity is not over. There’s much more to
do. Many more theories of how space and time work to prove. One of these theories is loop
quantum gravity.

4.2: Loop Quantum Gravity (LQG)

Loop Quantum Gravity (LQG) is a theory that seeks to unify two of the fundamental
theories in modern physics: general relativity and quantum mechanics. It attempts to solve the
problems of spacetime between the unification of general relativity and quantum mechanics and
develop a quantum theory of gravity based directly on Einstein’s geometric formulation rather
than the treatment of gravity as a force. At its core, LQG departs from the traditional
field-theoretic approach of particle physics and focuses on the quantization of space and time
themselves. Other quantum theories, which usually assume spacetime to be continuous and
unquantized, differ from LQG, as the central concept in LQG is the discretization of spacetime
into what are known as “’spin networks” or ”’spin foams.”
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In LQG, spacetime is viewed as a network of interconnected nodes and links, reminiscent
of a complex web. These nodes represent discrete units of space, and the links between them
represent discrete units of time. Mathematically, these networks of links and nodes are called
spin networks, which are graph-like structures used to represent the quantum geometry of
spacetime.

Holonomy Operators are operators that describe how objects, such as vectors or
connections, evolve along a path in spacetime. In LQG, holonomy operators are associated with
the links of the spin network. They encode how geometry changes as you move from one node to
another along a link.

A key feature of LQG and spin networks are spin network states. Spin network states are
mathematical representations of the quantum states of geometry associated with a given spin
network. They are constructed by applying holonomy operators to a reference state, typically
called the vacuum state.” This reference state is typically chosen to represent a featureless or
“empty” spacetime. It serves as a starting point for building more complex quantum states.

Another feature of LQG is its quantization of geometry. Geometric quantities, like length,
area, and volume, which are continuous in classical physics, are no longer treated as continuous
variables but are discrete. This quantization is achieved through the assignment of half-integer
spins (typically denoted as “j) to the links or edges of the spin network. This leads to space and
time becoming no longer continuous (like in relativity) but composed of tiny, discrete building
blocks.

LQG also has implications for cosmology. Loop Quantum Cosmology (LQC), a branch
of LQG, deals with the application of LQG principles to the universe as a whole. In ordinary
cosmology, the universe’s history is described by general relativity, but at extremely high energy
densities, such as near the Big Bang or in a singularity, general relativity breaks down, and a
quantum theory of gravity is required. LQC aims to provide a quantum framework for
cosmology that explains these phenomena.

One of the greatest achievements of LQC is the resolution of the Big Bang singularity. In
classical cosmology, the universe is thought to have originated from a singularity. This
singularity exploded and propelled matter, among other things, to form the billions of galaxies in
our universe. In LQC, the discrete nature of spacetime prevents such a singularity. Instead, the
universe reaches a minimum volume, known as the ”quantum bounce” (see Figure 9), at which
point it begins to expand again. This bounce replaces the classical singularity, allowing for a
continuous evolution of the universe.
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THE BIG BOUNCE UNIVERSE

Cosmologists are now looking at the possibility of an expanding
and contracting universe that may cycle forever.
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Figure 9: The Big Bounce

Unfortunately, while loop quantum gravity represents a promising approach to addressing
the challenges of quantum gravity, it also faces its own set of formidable challenges and open
questions. One of the most significant challenges is connecting LQG to the Standard Model of
particle physics. LQG and the Standard Model are built on distinct mathematical formalisms.
LQG relies on the quantization of spacetime geometry using techniques like spin networks and
holonomy operators, whereas the Standard Model employs quantum field theory on a fixed
spacetime background. The mathematical formalisms used in these theories are inherently
different.

Additionally, LQG predicts modifications to the classical behavior of gravity, particularly
in the strong gravitational field regimes near black holes and during the early universe. These
quantum corrections need to be tested through precise observational data. Currently, there is no
evidence proving LQGs predictions.

Fortunately, all is not lost, as there are actually two theories of quantum gravity. String
theory is completely different from LQG and provides a distinct attempt at solving quantum
gravity.

4.3: String Theory

Instead of only attempting to unify general relativity and quantum mechanics, string
theory seeks to unify all four fundamental forces. It postulates that the fundamental building
blocks of the universe are not made up of point-like particles but tiny, vibrating strings. These
strings can vibrate at different frequencies, giving rise to different particles with distinct
properties. The frequency of vibration of a string is given by the equation In this equation, T is
the tension in the string, L is the length, and n is the number of harmonics. A harmonic is a wave
or signal whose frequency is an integral multiple of the frequency of the same reference signal or
wave.

As I stated, the frequencies of the strings correspond to different particle types. For
example, the lowest vibrational mode represents the theoretical graviton and higher vibrational
modes give rise to particles like photons, electrons, quarks, etc.
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String theory requires the existence of extra dimensions beyond the familiar three spatial
dimensions and one time dimension. In some versions, there may be as many as 10 or 11
dimensions. These extra dimensions are typically compactified, meaning they are tiny and not
directly observable. The existence of extra dimensions is crucial for the unification of the
fundamental forces in the universe. In some string theory scenarios, the extra dimensions allow
for the unification of gravity with the other forces at very high energy scales. String theory
suggests that at these high energy scales, such as those near the Big Bang or within extreme
environments like black holes, the forces of the Standard Model and gravity itself become
indistinguishable due to the effects of the extra dimensions. This is sometimes referred to as
“energy scale unification.” Additionally, When all forces, including gravity, are considered in the
higher-dimensional spacetime of string theory, they can be described by a unified set of
equations. This unified description emerges because the geometry of the extra dimensions affects
how forces propagate and interact. Furthermore, the concept of extra dimensions within string
theory contributes to the notion of a landscape of possible string vacuum states. This landscape
suggests a vast array of possible universes with varying physical constants and properties, giving
rise to the multiverse hypothesis.

String theory also requires supersymmetry as it ensures the mathematical consistency of
the theory. Without supersymmetry, certain mathematical infinities and inconsistencies would
arise in the quantum calculations of string interactions. Supersymmetry helps regulate these
infinities and ensures that the theory remains well-behaved at the quantum level.

Another reason for the necessity of supersymmetry in string theory is that during
calculations, the contributions from supersymmetric partners tend to cancel out the contributions
from their non-supersymmetric counterparts, effectively suppressing divergences that would
otherwise make the theory inconsistent.

There are several distinct versions of string theory, such as Type I, Type IIA, Type 1B,
heterotic SO(32), and heterotic E8 x E8. These variations initially seemed unrelated, but further
developments, such as dualities, have shown that they are interconnected facets of a broader
framework, known as M-Theory.

Type I string theory is characterized by the presence of open strings, which have
endpoints that can move freely in spacetime. These open strings can couple to D-branes, which
are extended objects in spacetime. Type I theory incorporates both open and closed strings
(strings with no endpoints). It also exhibits an anomaly that necessitates the inclusion of
supersymmetry.
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Figure 10: Open and Closed Strings

Type IIA and Type 1IB string theories are closed string theories. Type IIA is noteworthy
for being a non-chiral theory, meaning it doesn’t distinguish between left- and right-handed
particles. If a particle’s spin and motion move in the same direction, it is said to be right-handed.
If the spin and velocity directions are in opposition, the particle is left-handed. In contrast, Type
IIB is a chiral theory, making such a distinction. These two theories are related by T-duality, a
symmetry that interchanges small and large dimensions.

Heterotic string theories are hybrid theories that combine closed strings and open strings.
These theories possess an intricate structure known as gauge symmetry, which allows for the
unification of forces. Heterotic string theories come in two versions: SO(32) and E8 x ES.

M-Theory is a unifying framework that reconciles every string theory. It introduces an
eleventh dimension and extends the notion of strings to include higher-dimensional objects
called membranes.

Additionally, M-Theory is an extension of Type IIB string theory in which the spacetime
contains varying, non-geometric backgrounds. It plays a crucial role in understanding certain
aspects of compactification in string theory and has found applications in both particle physics
and cosmology.

String Theory is not without its challenges. It requires the existence of extra dimensions, which
have not been experimentally detected. Furthermore, the theory lacks a unique predictive
framework, making it difficult to test empirically. Additionally, many versions of string theory
incorporate supersymmetry and supersymmetric particles have not been observed, leading to
concerns about whether supersymmetry is a valid symmetry in nature.

As LQG and string theory are the only theories of quantum gravity, there are no other
frameworks that could provide insights into quantum gravity. We still need to work further into
these theories to solve quantum gravity, but ultimately address the biggest problem facing the
world of modern theoretical physics, the Unified Field Theory. We will go more in depth on the
Unified Field Theory in the next chapter.
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4.4: The Unified Field Theory (UFT)

A Unified Field Theory (UFT) is a theoretical framework that seeks to unify the
fundamental forces of nature within a single, coherent, mathematical, description. It’s often
referred to as the holy grail of physics. Such a theory would provide profound insights into the
nature of the universe, leading to a deeper understanding of how the fundamental building blocks
of matter and the forces that govern them are interconnected and work. The Unified Field Theory
could also just simplify the laws of physics and provide a more elegant and comprehensive
description of the universe. The Unified Field Theory could also solve the inconsistencies
presented by the attempts of quantum gravity.

Now, why is solving a UFT important? At its core, science is driven by the human desire
and curiosity to understand the fundamental workings of the universe. A UFT would represent
the pinnacle of this quest, as it could actually describe everything about the universe.

Additionally, A UFT could offer insights into the conditions of the early universe,
moments after the Big Bang. It could potentially explain the origin of the universe and the initial
conditions that set the stage for the formation of galaxies, stars, and all known matter and energy.
Additionally, a UFT has the potential to provide profound insights into the inner workings of
black holes.

Furthermore, advances in theoretical physics often lead to technological breakthroughs.
The development of a UFT could potentially open up new avenues for technology, just as the
understanding of quantum mechanics has given rise to new technologies as well. Such
technologies could be advanced propulsion systems, as a UFT could provide insights into
manipulating gravity or space-time; more efficient and sustainable energy sources, more
powerful quantum technologies, advanced communication technologies, medical imaging, drug
development, treatments for various diseases, and precise and less invasive surgical techniques;
and even more advanced astronomical instruments and observatories.

A UFT could also explain the nature of dark matter and dark energy. Dark matter is a
form of matter that does not emit, absorb, or interact with electromagnetic radiation. It is
invisible to our current instruments. However, its presence is inferred through its gravitational
effects on visible matter, such as galaxies and galaxy clusters. Dark energy, on the other hand, is
a mysterious form of energy that is believed to permeate all of space and is responsible for the
observed accelerated expansion of the universe. Unlike dark matter, which acts as a gravitational
attractor, dark energy has a repulsive effect, causing the universe’s expansion to accelerate.

Overall, physicists are still working on this framework and we’ve come very close, but
we still have our ways to go.

5: Conclusion

Currently, in physics, we find ourselves in an exciting period characterized by ongoing
research, discovery, and the pursuit of answers to some of the most profound questions about the
universe.
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The Large Hadron Collider (LHC) at CERN continues to operate, enabling scientists to explore
the properties of fundamental particles and test various aspects of the Standard Model of particle
physics. Researchers are still actively searching for new particles or phenomena beyond the
Standard Model, such as dark matter particles or evidence of supersymmetry.

Advances in astrophysical observations, such as those made by space telescopes like
Hubble and ground based observatories, have deepened our understanding of the universe’s
large-scale structure, the expansion rate of the cosmos, and the distribution of dark matter and
dark energy. The study of exoplanets (planets outside our solar system) has expanded, with
numerous discoveries of potentially habitable worlds and the search for signs of extraterrestrial
life gaining momentum.

Quantum technologies are rapidly advancing, with developments in quantum computers,
quantum cryptography, and quantum sensors. Companies and research institutions worldwide are
investing in these technologies. Research in quantum mechanics continues to explore the
foundations of quantum theory.

The detection of gravitational waves by LIGO and Virgo collaborations has opened a new era in
the study of the universe. Gravitational wave observatories are becoming increasingly sensitive,
allowing for the observation of more events involving compact objects like neutron stars and
black holes.

The quest for a Unified Field Theory continues to be researched. Including string theory
and LQG, with scientists exploring various formulations and consequences of these theories.
However, they have not yet been experimentally validated and remain a topic of ongoing debate.

As you can see, ideas in modern physics are still being researched, tested, and debated
on. We’ve come a long way since the beginnings of theoretical physics with Maxwell’s
equations.
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Beyond Force: Korea, Nonviolent Coercion, and the Promotion of the Comfort Women
System By Kate Lee

“They had taken everything away from me: my youth, my self-esteem, my dignity, my
freedom, my possessions, and my family.”' These haunting words from Lee Yong Soo, a former
Korean “comfort woman,”” echo the profound suffering endured by countless other comfort
women—their numbers estimated to range between 100,000 to 200,000—from 1932 to 1945.°
The comfort women system was organized and operated by the Imperial Japanese Army during
World War 11, and it forcibly recruited young women from occupied territories, primarily Korea,
to serve in a system of nonconsensual sexual slavery for Japanese soldiers. Women were
subjected to not only sexual exploitation, but also physical abuse and psychological torment in
the network of brothels euphemistically named comfort stations. Japan's colonial rule over
Korea, spanning 35 years, laid the foundation for the atrocities against Korean women during
this period by impoverishing Korean families and intensifying their susceptibility to exploitation.
Aided by a pre-existing culture of obedience, the Japanese government maintained strict
command over both Japanese and Korean society, dictating people’s beliefs, access to
information, and capacity to protest. With this immense power, the Japanese state created a
highly formalized organization: the comfort women system. Although Japan’s reign ended in
1945, the legacy of the comfort women system is long lasting; it continues in the form of tense
Japan-Korea relations, but more importantly, the legacy is visible in the scars of former comfort
women who were subjected to abuse and terror. Given the stakes, it is critical that we understand
all of the causes of this system. The use of violence and physical force are readily apparent in
examining the creation of the comfort women system. But despite the prevalence of physical
coercion in establishing and normalizing the comfort women system during World War I1,
nonviolent coercion in the form of socioeconomic conditions, state control of media and
education, and legal deception were equally significant in promoting the comfort women system
and in silencing women after the war.

It is reasonable that scholars have focused so intently on violent coercion in the
establishment of the comfort women system in Japan.* Violence played a crucial role in the
recruitment, containment, and psychological control of comfort women. Japanese recruiters,
government officials often aided by the police, pursued single girls under the official pretense of

' Yong Soo Lee, “Protecting the Human Rights Of Comfort Women” (Hearing of the Asia, the Pacific, and the
Global Environment Subcommittee of the House Foreign Affairs Committee, 2007).

2 The author acknowledges that the Japanese military-coined term “comfort women," a euphemism for women
who provided nonconsensual sexual services to the Japanese Imperial Army and lived under conditions of
sexual slavery, masks the severity of the crime. Moving forward, the term will not be in quotation marks
because in modern culture and literature, people recognize that the meaning behind comfort women is a system
of sexual slavery.

? Dai Sil Kim-Gibson, Silence Broken: Korean Comfort Women (Mid-Prairie Books, 1999), 40.

4 Carmen M. Argibay, “Sexual Slavery and the Comfort Women of World War II” (Berkeley Law Scholarship
Repository, 2003); Yong-Shik Lee, Natsu T. Saito & Jonathon Todres, The Fallacy of Contract in Sexual
Slavery: A Response to Ramseyer's "Contracting for Sex in the Pacific War" (Michigan Journal of International
Law, 2021).
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Kunro Jungshindae (Voluntarily Committing Body Corps for Labor), part of a human resource
mobilization by Japan for military purposes.’ Kim Bok Sun, a former Korean comfort woman,
recounted her experience: “They grabbed me by force and I was dragged out of our yard."® This
forceful recruitment was utilized to meet quotas and was not uncommon, with Japanese soldiers
often raiding Korean villages to kidnap women for service in comfort stations and, according to
the summary findings of a 1993 Japanese report that collated documents from the Japanese state
and former comfort women, “recruiters resorted in many cases to coaxing and intimidating these
women to be recruited against their own will.”” The violence extended to the comfort stations,
where women underwent both physical and emotional suffering at the hands of Japanese soldiers
and officials. Hwang Keum Ju, another former Korean comfort woman, detailed the extent of the
brutality, recalling how many women were “beaten to death, sometimes shot to death or rotted to
death with venereal disease, not to speak of suicides” and that they were “beaten every day.”®
Dehumanization coupled with the regularity of violence impacted comfort women
psychologically; Hwang explained there was “no time for feelings.” Restraining the comfort
women emotionally as well as physically through violence undoubtedly contributed to the
system’s continuation and normalization. But because so much academic attention has been paid
to the significance of violence in the comfort women system, this essay seeks to highlight other
forces. Underlying trends, conditions, and attitudes in 1930s and 1940s Japan enabled this
system as much as physical coercion did.

In comparison to the overt violence often associated with the comfort women system,
nonviolent coercion can be overlooked due to its subtlety and indirect nature. Socioeconomic
factors—a form of nonviolent coercion—Ilike Korea’s colonial status and the patriarchal family
structure allowed the comfort women system to proliferate with minimal opposition. Japan’s
colonization of Korea from 1910 to 1945 granted Japan the unique ability to take advantage of
Korea’s resources. In fact, Japan controlled all of Korea’s natural resources and its fishery and
forestry, as well as most industries and commercial markets.'® More specifically, Japanese traders
collected a large part of or even all of the Korean farmers’ crops at harvest time after routinely
loaning them money to buy seed and other items."" This exploitation exacerbated the already
extreme hardship of the farmers while simultaneously harming the Korean economy. Japanese
recruiters capitalized on the prevailing socioeconomic difficulties by targeting young girls from
families significantly in debt to Japanese-sanctioned financial institutions. The Korean women at
Myitkyina, Burma, testified that “recruiters told them that volunteering to work at hospitals was
a way to pay off their families’ debts.”'? Additionally, the Korean patriarchal family structure

* Dai Sil Kim-Gibson, Silence Broken: Korean Comfort Women (Mid-Prairie Books, 1999), 40-41.

% Ibid, 43.
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1 Ibid, 37.
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hindered women'’s ability to challenge their families’ decisions to send them away or inquire
about the location or nature of their new work, let alone question the existence of the comfort
women system. The societal pressure to fulfill their duty as daughters, support their families, or
contribute to their brothers' education compelled many of these young women to be willing to
work."? According to Hwang Keum Ju, a former Korean comfort woman, “women at that time
were not expressive.”'* Furthermore, the Japanese state actively suppressed the local culture,
banning newspapers published in Korean, requiring the study of the Japanese language in all
public schools, and even mandating Koreans to change their family and personal names to
Japanese under Ordinance No. 20 of 1939." By destroying Korean identity and weakening a
sense of collective resistance, Korea was left vulnerable to coercion and manipulation. Thus, a
prewar society with a culture of male prerogative combined with an impoverished Korean
countryside contributed to the relative ease with which women were coerced into sexual slavery
and the lack of public resistance to the comfort women system.

The Japanese state further employed nonviolent coercion through strict control of the
media and education, inculcating ideas that aligned with the state’s and discouraging intellectual
curiosity; thus, the existence of the comfort women system was made obscure or was accepted as
a necessary evil of war. To comprehend the feasibility of mass indoctrination within Japanese
society, it is crucial to recognize the influence of extreme patriotism and the normalization of
sacrifice. Fervent loyalty to the emperor was ingrained in the Japanese populace, with
willingness to give one’s life for one’s nation honored as both an ideal and a norm.'® Such
normalization of sacrifice not only fostered a prewar culture of obedience, but also contributed to
the perception that the comfort women were simply fulfilling their duty during the war. The
Japanese government also utilized this environment of control for both censorship and overt
propaganda in the media during wartime. The Cabinet Information Bureau, a powerful agency
staffed by military men on active duty, restricted newspapers and magazines from publishing
articles with anti-war or anti-military opinions that appeared to reduce civilian support for the
military, views of foreign newspapers, and any slandering of Japan’s policies.'” By portraying
their decisions positively in the media, a form of information that uniquely reaches a broad
audience and molds cultural norms, the Japanese government was able to garner mass support
from the public, regardless of the information’s accuracy. Another powerful tool used by the
Japanese government was the public education system. After 1904, the national governmental
Ministry of Education took charge of compiling all elementary-school texts.'® For example, all
elementary schools in Saitama Prefecture were informed to stress war and patriotism in every

13 Dai Sil Kim-Gibson, Silence Broken: Korean Comfort Women (Mid-Prairie Books, 1999), 41.

" Ibid, 15.
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subject.'” Japanese authorities even required emperor-centered patriotic rituals in school, like
venerating the imperial photograph on the opening day each year.** With this glorification of the
emperor and state, questioning the government’s choices, let alone knowing of or recognizing the
immorality of institutions like the comfort women system was unlikely. The lack of vocalized
doubt, especially towards authority, was amplified because formal education for most individuals
in prewar Japan ended with elementary school, meaning impressionable children would carry on
these beliefs to adulthood.?' Thus, by stifling intellectual inquiry and instilling beliefs aligned
with the state’s interests, the Japanese government shaped public perception and compliance with
their actions regarding the comfort women system. The combination of controlling culture in
Japan and command of information channels, along with the flawed notion that sexual violence
is inevitable during war, effectively minimized pushback and perpetuated the comfort women
system.

In addition to controlling the media and education, the Japanese government meticulously
organized legal stratagems like labor drafts and comfort station rules that legitimized the comfort
women system. Mass rape in wartime requires significant planning, and Japan’s comfort women
system was not an exception.”> Comfort stations were set up by explicit order of the military,
with the Imperial army and navy directing the procurement of women, some through private
contractors.” Indeed, Hwang Keum Ju, a former Korean comfort woman, described how her
family received a notice called Kunro Jungshindae, an official labor draft, to go work in a
factory.”* Numerous women who went under this voluntary work system were made sex slaves
for Japanese soldiers at the comfort houses, contrary to what the notice promised.” The draft’s
sanctioning by the Japanese government instilled the order with a sense of authenticity,
convincing girls like Hwang to believe they were contributing to the war effort. Hwang further
detailed that “the military provided the accommodations and posted detailed regulations for
soldiers, traders and women. ‘Comfort House Regulations’ specified who could visit, the
schedule, fees, and rules regarding disease prevention.”* Moreover, the Japanese military took
identification of comfort women, selection of proper recruiters, norms for hygiene, and
enforcement of temperance seriously.”” These thorough regulations depicted the comfort women
system as a well-organized establishment with responsible leaders, order, and structure. The
official nature of the system prevented panic or suspicion amongst those who were aware of its
existence, like soldiers, and instead increased credibility. Not only were the soldiers allowed to

1 Ibid, 23.

2 Ibid, 21.
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22 Joanna Bourke, “A Global History of Sexual Violence” (Cambridge University Press, 2020), 159.
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believe that their violent treatment of comfort women was permitted, but they were also able to
subconsciously justify their actions, placing the responsibility on the higher-ups who managed
and established the system. Consequently, with a veneer of legality and lack of retaliation, the
comfort women system was maintained.

In the post-war era, silence surrounding the comfort women issue was perpetuated by
nonviolent pressures, including the stigma attached to sexual violence, the Korean state’s
insistence that the nation move forward, and Japan's reluctance to acknowledge its historical
responsibility. To understand all the factors contributing to the longevity of the silence, it is of
course important to mention the role of psychological trauma—suffering that can remain for
years or decades after an assault—in potentially deterring victims from coming forward.
However, trauma is often used as an excuse by those responsible for hearing and acting upon
survivors’ testimonies. Leaders point to the difficulty of revisiting upsetting experiences to
explain away women'’s silence after the war. Instead, the primary catalyst for the continuation of
silence lies in the external obstacles that victims who were ready to share their experience faced.
A barrier applicable to not only former comfort women, but victims to sexual abuse across the
world in the past two centuries, is the hesitancy in reporting because of the likelihood of
publicity, retaliation, and discrimination.?® In fact, silence is encouraged in many cultures, where
victims face humiliation due to assumptions that only shameless women talk publicly about
sexual matters.”” Unfortunately, this was true for many former comfort women in post-war Korea
who found themselves discarded by their own communities as a result of conservative societal
values and of the negative stereotypes tied to sexual subjects.” It took over four decades of
silence for one former Korean comfort woman, Kim Hak Soon, to give a public testimony and
demand an official apology from Japan in 1991.%! Was four decades of silence truly necessary for
the stories of comfort women to become a public conversation? Long before Kim went public,
Hwang Keum Ju, the woman who talked about Kunro Jungshindae, tried to report about the
Korean comfort women. She told the then-First Lady her story and about the many women who
served Japanese soldiers, and she asked “why the Korean government did not do something for
us.” The First Lady responded, “Please don’t ever repeat this story... Korea and Japan have
already signed a treaty to take care of the matters concerning the two countries during the
colonial period... Korea needs to move forward.”* Pressure from the Korean state to move on
stemmed from the unstable status of post-war Korea; Korea and Japan had signed the 1965
Treaty that established basic diplomatic relations between the two countries. Discussing the
comfort women issue would bring back tension and disrupt the uncertain peace. Also, the
unstable socioeconomic position of post-war Korea amplified the often already-deprived former

% Joanna Bourke, “A Global History of Sexual Violence” (Cambridge University Press, 2020), 150.

¥ Ibid, 151.

0 Ibid, 153-154.

I Rin Ushiyama, ‘Comfort women must fall’? Japanese governmental responses to ‘comfort women’ statues
around the world (Memory Studies, 2021).

32 Dai Sil Kim-Gibson, Silence Broken: Korean Comfort Women (Mid-Prairie Books, 1999), 20-21.

77



t.>* Even after Kim Hak Soon and other

comfort women, further hindering them from speaking ou
victims’ testimonies, the comfort women were not fully acknowledged. Instead, by the late
twentieth century, the comfort women issue became not only deeply politicized in Korean public
discourse, but also a source of diplomatic tension between Japan and Korea. The Japanese
government made concerted efforts to stop the installation of, or demand the removal of,
memorials dedicated to comfort women.** This diplomatic discord diverted focus away from
survivors’ main goal of receiving recognition from the Japanese government. Ultimately, the
silencing of comfort women both before and after publicly speaking out can be attributed to
coercion of a nonviolent nature: the societal shame associated with sexual violence, and the
Korean and Japanese state’s urge to leave the past in the past.

"I must stand up for myself and the others... I was robbed of my youth, and I want
[Shinzo Abe] to apologize before I die."* Lee Yong Soo's wish for the former prime minister of
Japan to acknowledge her suffering encapsulates not only the unyielding spirit of resilience, but
also the long-lasting pain many of the women subjected to sexual slavery by the Japanese
military during World War II experienced. Given the immense physical and emotional anguish
the comfort women endured during and after the war, it is critical we gain a holistic view of the
causes of the complex comfort women system. While physical coercion undoubtedly played a
prominent role in advancing the system, the equally influential nonviolent coercion, like Korea’s
poor socioeconomic status, the Japanese government's strategic manipulation of media and
education, and its legal tactics, sustained the system and suppressed women after the war. The
Japanese government’s role was substantial. Their colonization of Korea impoverished families
and increased vulnerability to exploitation. Their authoritative control over both Japanese and
Korean cultures shaped perspectives, controlled flows of information, and quelled dissent. Their
purposeful organization of the comfort women system legitimized it and lessened backlash. But
their apology remains inadequate, especially given the severity of the war crime. Victims
continue to await proper reparations, such as a formal apology, legal compensation, a thorough
investigation, and recognition of the atrocities they suffered in memorials and Japanese
textbooks.*® Many former comfort women like Lee Yong Soo have campaigned to expose the
abuses, demanded Japanese atonement, and testified before commissions and legislatures.*’
Studying this issue can not only help bring justice to comfort women, but it might shed light on,
or even help to prevent, similar violations of human rights in other countries and time periods.
Wartime sexual violence—as well as the silencing of victims after—is a pattern. But it does not
have to be.
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Adolescent Substance Abuse: Role of Environmental and Psychological Factors by Hyowon
Han

Abstract

Substance abuse among adolescents remains a pressing issue in the United States, leading
to severe physical, mental, and social consequences. Adolescence is a critical period marked by
changes in brain structure, making it a vulnerable time for experimentation with psychoactive
substances. This review explores environmental and psychological factors contributing to
adolescent substance abuse and proposes intervention strategies targeting these risk factors. The
identified factors include peer influence, family environment, urban vs. rural residence, physical
inactivity, early-life stress, and personality traits. Findings suggest that while family dynamics
and early-life stress increase the risk of substance abuse, peers, particularly best friends, exert
more influence than parents. Disparities in parenting styles and substance accessibility between
rural and urban areas contribute to variations in adolescent substance use. Physical inactivity also
poses a risk, suggesting potential interventions involving exercise. Substance use often begins as
a coping mechanism for adolescents experiencing early-life stress. Additionally, specific
personality traits—high neuroticism, extraversion, openness to experience, low agreeableness,
and low conscientiousness—impact the initiation of substance use. This review underscores the
importance of identifying environmental factors in substance abuse and underscores the need for
further research to tailor intervention methods accordingly. School-based programs leveraging
peer influence, exercise interventions, and community-based approaches are recommended.

Introduction

The term "substance" in the context of substance abuse refers to any psychoactive
compound capable of inducing physical, mental, and social problems, irrespective of its legal
status. Nicotine, alcohol, cannabinoids, opioids, depressants, stimulants, and hallucinogens all
fall under this category, with some being legal, illegal, or strictly available for medical purposes.
The misuse of these substances presents a significant and pervasive issue in the United States,
manifesting as binge drinking and the unauthorized consumption of drugs, including opioid pain
relievers and sedatives, as reported by a staggering 61 million and 44 million people in the
United States, respectively (Mclellan, 2017).

These problems, rooted in persistent substance use, are categorized as substance use
disorders, with some cases evolving into chronic or severe addiction. Addiction is characterized
by a destructive three-step cycle: binge, withdrawal, and craving, progressively intensifying over
time (Koob & Volkow, 2018). Diagnostic criteria for substance use disorders include parameters
such as the quantity and duration of substance consumption, an inability to manage substance
use, increased tolerance, withdrawal symptoms, and continued usage despite adverse social and
dangerous consequences (Mclellan, 2017). Recognizing and intervening during the mild or
moderate stages of substance use disorders is critical, with several intervention methods
available, including medications that target neurological circuits, behavioral therapies,
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contingency management, and dual-diagnosis treatments, all tailored to the individual's lifestyle,
underlying causes, and symptom severity.

However, substance use disorder is still a complex problem to solve, as repeated use
fosters alterations in brain structure, which could undermine the individuals’ capability to
withstand the impulses of substance use, leading to frequent relapses. More specifically, drug
effects and withdrawal symptoms are due to their neurobiological mechanism, which is
associated with the dopaminergic reward system, prefrontal cortex, neurocircuitry in the
amygdala, and several neurotransmitters such as dynorphin, serotonin, oxytocin,
endocannabinoids, and acetylcholine. For instance, during withdrawal, the extended amygdala
experiences a decrease in dopamine release in the reward system alongside increased
corticotropin-releasing factor (CRF) and dynorphin levels, exacerbating withdrawal symptoms
(Koob & Volkow, 2018).

This proves the adolescents’ increased susceptibility to substance abuse, as their
amygdala and prefrontal cortex are still developing, and their heightened emotional reactivity
could lead to impulsive decision-making, such as experimentations with drugs. In fact, 90
percent of individuals who developed substance use disorder started using illegal substances,
smoking, and drinking prior to reaching the age of 18. Furthermore, approximately 50 percent of
high school seniors have experimented with illicit drugs, with 20 percent using prescription
medications for nonmedical purposes. Shockingly, one in every eight high school students
grapples with substance use disorder (Garofoli, 2020).

Given the persistently critical nature of adolescent substance abuse, it is imperative to
identify vulnerability factors that contribute to this issue. While hereditary factors account for
40-60 percent of addiction, stemming from genetic variations in neurological mechanisms (Koob
& Volkow, 2018), it is equally crucial to investigate the modifiable environmental and
psychological factors that play a pivotal role in prevention and intervention for adolescent
substance use. In this review, six environmental/psychological risk factors of adolescent
substance abuse - peer influence, family environment, urban vs. rural residence, physical
inactivity, early-life stress, and personality traits - and the associated methods of intervention are
analyzed, emphasizing the importance of social interactions and education in adolescence
substance abuse and further proposing an optimal method for intervention.

Methods

The study employed a comprehensive research methodology focused on gathering data
from peer-reviewed articles available in scientific databases, specifically PubMed and
ScienceDirect. The research process was divided into two primary sections. The first section
centered on investigating various environmental factors contributing to substance abuse, while
the second section delved into the examination of intervention methods.

To refine the search and ensure the relevance of the retrieved articles, a systematic
keyword approach was adopted. In the initial section dedicated to environmental factors, the
following keywords were utilized: environmental factors, substance abuse, drug addiction,
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adolescence, peer influence, family environment, mental health, physical inactivity, and
personality. These keywords were instrumental in narrowing down the search results and
identifying pertinent articles.

In the subsequent section dedicated to intervention methods, specific keywords such as
interventions, treatments, adolescent substance abuse, substance use disorders, and prevention
were employed to pinpoint research papers, and studies focused on strategies for addressing
substance abuse in adolescents.

Throughout the source selection process, paramount importance was given to both
relevance and credibility. Articles that directly contributed to the understanding of the subject
matter were prioritized, and reputable sources were relied upon. Additionally, a diverse range of
source types, including reviews, meta-analyses, longitudinal studies, and surveys, were
considered to ensure a comprehensive analysis of the topic.

Environmental Factors

Risk factors of substance abuse could be classified into genetic and environmental
factors. Considering that adolescents are strongly influenced by social factors - such as peer
pressure, media influence, and societal standards -, the ‘nurture’ aspects of risk factors could be
particularly more dominant in the younger demographics. These environmental factors are
usually the components that trigger individuals' start to substance use and also cause cravings or
relapses. For instance, traumatic life events, such as child abuse, bereavement, and homelessness,
could trigger the temptation to utilize substances to cope, potentially leading to substance use
disorders or addiction.

Peer Influence

Substance use due to peer influence during adolescence could be attributed to both direct
- such as being pressured into taking drugs - and indirect influences, which include substance use
for social purposes and settings favorable to substance use. For instance, 84 percent of the
individuals who called a cocaine hotline stated that the reason they started using drugs was active
peer pressure, as they were forced to take illicit substances. There is also a result that peers,
especially their closest friend, had more significant influence than parental wishes in one’s
substance use, supported by a statistic that 24 percent of individuals taking illicit drugs have a
best friend that also takes drugs (Swadi 1999). The risk-taking behaviors and limited
self-reliance of adolescents also contribute to the high impact of peers, as they are less likely to
resist the temptation of substance use. On the other hand, according to a survey in Hong Kong
secondary schools, adolescents with friends who object to smoking and drinking had
significantly lower rates of substance use, highlighting the possibility of peers discouraging one
another’s drug use (Loke 2013). This stresses the importance of peer relationships in adolescents
and poses a prospect of a prevention method that involves secondary school education and
collaborations with peers.
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Family Environment

Although whether children with alcoholic parents have an increased risk of alcohol use
due to genetics is controversial, the consensus is that the general family structure and parenting
style impact adolescent substance use, as parents serve as role models for a healthy lifestyle and
behavior. Thus, when considering parental alcoholism as an aspect of parenting style, it could
lead to increased substance use in the children due to the lack of parental monitoring and
discipline, as well as the stress from the environment itself. Family dynamics such as parental
divorce, family disruption, and lack of intimacy could also influence adolescent substance use,
while the general personality traits of each parent also act as a factor. More specifically, the
family environment with an overly involved mother and a distant father is known to cause a
higher risk of substance abuse in their children (Swadi 1999). Moreover, adolescents in
single-parent families were more likely to consume illicit drugs and smoke cigarettes, while
individuals from intact families had a lower rate of becoming regular drinkers and smokers
(Loke 2013). Finally, as shown in Figure 1, the family atmosphere of most substance addicts was
classified as ‘ill will and hostility,” in contrast to the significantly low rate of the ‘warm and love’
type, especially in opiate addicts (Jedrzejczak 2005).

FAMILY FACTORS SINGLED OUT IN THE GROUP OF RECRUITS
CONSTANTLY TAKING DRUGS

Family Factors (%)

Outside Own
Complete  Incomplete  Foster  the Family Family
21.9 42.4 0 0 35.7

e I
confirmed addicts

opiate addicts amphetamine addicts taking drugs
occasionally

Ewarm and love Eindifference Cillwill and hostility ‘

*Figure 1: Family atmosphere and drug use by recruits. Source: Jedrzejczak 2005
Urban vs. Rural Residence

As cultures and beliefs differ by geographic location, the accessibility of various drugs -
mainly depending on whether the location is rural or urban - affects adolescent substance use.
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In general, urban locations, especially downtown areas, are more prevalent in marijuana,
cocaine, and hallucinogens, while rural populations have increased adolescent alcohol and
tobacco use due to more flexible attitudes regarding those issues. According to a survey of
513,909 middle and high school students in either rural or urban areas of Georgia, United States,
rural students reported greater access to legal substances such as tobacco and steroids. In
comparison, urban students had greater access to marijuana, prescription drugs, and inhalants.
These differences in accessibility were primarily due to different parenting styles - attributed to
socioeconomic status, ethnicity, and personal beliefs - which affected their attitude towards
substance use to either be “restrictive” or “permissive” (Warren 2015).

Physical Inactivity

Physical activity is a significant indicator of individuals’ overall health as it is a risk
factor for various diseases and symptoms, such as heart disease, obesity, diabetes, and
osteoporosis. In a longitudinal experiment conducted based on 4240 individual twins in
adolescence, the individuals were classified into three groups - persistently inactive, occasional
exercisers, and persistent exercisers - and were observed throughout a time period of 6 to 7 years
with a questionnaire regarding alcohol and illicit substance use. Only twins were used to rule out
the possibility of genetic factors and to observe the contrast solely in the environmental factors -
physical activity. As a result, the correlation between physical inactivity and drug use was found
to be stronger than that between physical inactivity and alcohol use. This may be due to
physically active individuals having health-related goals and recognizing the detrimental impact
of substance use, while alcohol use is also connected to social activities and is not perceived as
harmful as illicit substances. Additionally, as young women tended to be less physically active
than young men, they had a higher risk of experiencing problems due to alcohol and drug use
(Korhonen 2009).

Early-Life Stress

Early-life stress is an umbrella term for child abuse, stressful life events such as parental
loss and divorce, and emotional neglect. When the start age and motives in drinking were
observed in US drinkers, sixty-six percent of the respondents had one or more adverse events in
childhood. Such events were parental divorce, family members with drinking problems or mental
illness, and sexual abuse. Most individuals with early-life stress were shown to use drinking as a
coping mechanism for stress, starting alcohol use early in adolescence (Rothman 2008).

Psychological Factors
Personality and Behavior

The five personality traits that increase an individual's vulnerability to substance abuse
are commonly addressed as the “big five personality traits”: high neuroticism, extraversion,
openness to experience, low agreeableness, and low conscientiousness. More specifically,
according to a survey based on 980 twin pairs, high neuroticism is related to cannabis and
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sedative use, and high extraversion is connected to cocaine and prescription stimulant misuse.
Meanwhile, openness was associated with all forms of drug use throughout life (Dash 2023).
However, those correlations might also be due to other environmental factors that are common to
both twins, such as family environment and early-life stress, rather than each twin’s personality.
It is still noteworthy that some of these traits are prevalent in adolescence due to the neurological
changes that take place during puberty.

Methods of Intervention

As it is essential to prevent or treat substance abuse as early as possible, intervention
methods specifically targeted for adolescents are needed. These generally include school-based,
family-based, community-based, digital, and policy-related interventions. Among these, digital
advertisements are known to influence youth tobacco use when they include strong images,
sound, and narrative; however, there is insufficient evidence, and further research is required.
Community-based methods had success in increasing adolescent knowledge regarding substance
abuse, although the evidence is not strong as well (Das 2016). In this paper, the significance of
different environmental factors is recognized, and the intervention methods based on those risk
factors - specifically peer influences and physical inactivity - are evaluated.

School-based interventions are successful in preventing the initiation of tobacco use
when using the aspects of peer influence and social competencies of adolescents. One of those
methods is cooperative learning, which reduces deviant peer clustering, where socially
marginalized adolescents aggregate and influence each other to perform certain behaviors such
as illicit drug consumption and premature alcohol use. This procedure significantly decreased the
rates of alcohol and tobacco use in students as they were encouraged to interact with various
friends - chosen by the school - rather than self-selected groups of peers, which has the potential
to cause deviant peer clustering (Ryzin 2018).

As physical inactivity was one of the risk factors, regular exercise-related activities could
serve as an intervention method. Studies regarding exercise interventions reveal that exercising is
especially beneficial to individuals who are in the process of substance use disorder treatment.
Individuals who maintained an active lifestyle throughout the treatments had a more extended
abstinence period than the ones who did not (Weinstock 2009). Moreover, exercising could be
helpful for the reduction of not only feelings of “craving” illicit substances but also stress and
anxiety, which is a significant vulnerability factor in adolescent substance abuse.

Discussion

Adolescent substance abuse is influenced by numerous risk factors, with key contributors
including peer influence, family environment, urban or rural residence, physical inactivity,
early-life stress, and personality traits. However, it is important to acknowledge that the interplay
between these factors is as significant as each factor individually, making it challenging to isolate
any single determinant. For instance, adolescents experiencing mood dysregulation are at a
heightened risk of social marginalization in school, potentially leading to deviant peer clustering

86



(Swadi, 1999). Moreover, adolescent behavior and peer influence are closely intertwined, as
risky behavior and sensation seeking, common traits in adolescents, tend to manifest more
prominently in group settings. Additionally, the family environment plays a substantial role in
shaping the personality and behavior of adolescents, as evidenced by the increased likelihood of
delinquent behavior among children of divorced parents (Loke, 2013).

Furthermore, it is crucial to recognize the significant impact of genetic factors. Genetic
influences on substance use escalate during the transition from adolescence to adulthood,
accounting for one-third of the variance at age 16 and increasing to one-half at age 18, while the
role of environmental factors diminishes from 70 percent to 15 percent between ages 14 and 18
(Meyers, 2013). This underscores the importance of environmental factors, particularly during
early adolescence. Importantly, environmental factors are more amenable to modification than
genetic factors, which are largely hereditary.

Conclusion

In conclusion, alterations in environmental aspects of life, such as social interactions and
education, have the potential to mitigate substance abuse among adolescents. Despite the
complexities arising from the interaction of various risk factors, targeted interventions hold
promise in addressing this critical issue. The strategies discussed in this review, including
exercise-related activities, collaborative learning, and family and community-based education,
serve as primary avenues for enhancing both physical and mental well-being while concurrently
preventing substance abuse. These interventions are instrumental in guiding adolescents toward a
healthy and substance-free adulthood.
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The Impact of Airport Expansion on Local Communities By Inwoo Hwang

Abstract

The number of commercial flights has been steadily increasing every year for the past
two decades and is expected to continue as international travel recovers from COVID-19
restrictions. To meet the demand for flights, many governments have expanded, or will expand,
their airports. Statistics show that the majority of growth in the commercial aviation industry has
already happened in North America and Europe, but in the coming years, commercial aviation is
expected to grow the most on the continents of Africa and Asia. In light of this inevitable shift, it
is important to understand the benefits and drawbacks of airport expansion. This review paper
examines literature about airports in Tanzania and Hong Kong to demonstrate that, when poorly
planned, airport expansion can have devastating effects on local communities. Residents who are
forced to move suffer psychological as well as financial setbacks despite financial compensation
packages from the government. Those in the areas surrounding the newly expanded airport are
impacted by noise and air pollution, which takes a toll on their health and wellbeing. These
negative effects are an indication that government policies must be improved when it comes to
airport expansion.

Introduction

In our increasingly interconnected and global society, air travel is more important now
than ever. In fact, since the early 2000s, the number of commercial flights has increased every
year, peaking at 38.9 million flights in 2019 (Statista Research Department). The increased
demand for flights over the past few decades means that the demand for aircrafts and airport
space has also been increasing. When the number of aircrafts exceeds the limit the airport can
manage, airport expansion is required to ensure efficiency of airport operations and the safety of
passengers. In order to expand the terminal and the runway, which is normally 2,700 meters
long, it is sometimes necessary to acquire more land in the surrounding area. To do this, the
government must obtain consent from the residents and provide acceptable compensation.
However, recent studies about airport expansion and displacement show that across the world,
policies regarding financial aid for displaced peoples are insufficient. Moreover, airport
expansion comes with additional issues such as noise and air pollution, which also threatens the
community around the newly-expanded airport. Thus, airport expansion comes with a myriad of
ethical issues. Against this backdrop, the purpose of this review paper is to evaluate the pros and
cons of airport expansion and explore how governments around the world navigate the
complexities to meet travel demands while managing community development.

The Problem with Financial Compensation

One of the most prevalent issues with airport expansion is the displacement of peoples in
the surrounding residential areas. Governments usually provide financial assistance to
individuals being displaced due to airport expansion, but studies show that financial assistance
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alone is not sufficient compensation. First, financial assistance offered is not equal to the
financial burden of displacement. Because the financial assistance is usually based on the value
of the resident’s land and the home built on it, the money is not enough to cover the costs of
moving or loss of opportunities after displacement. For example, in a case study about long-term
impacts of airport expansion on displaced communities in Tanzania, Mtaki et al. (2016) found
that affected communities felt they were being underpaid because the government is not
transparent about how they calculate compensation rates. Moreover, “compensation is based on
the market value of the lost asset,” meaning that compensation is often less than the amount
required to replace the lost asset, or the house in this case (Mteki et al.). Additionally, people
who were displaced were forced to move locations that were farther away from their jobs or
other opportunities that supported their financial livelihood. Because the financial compensation
does not account for such possibilities, families are forced to change jobs or incur additional
costs for transportation to work, both of which adds to their financial burden. In the case of
Tanzania, there was a sharp increase in the unemployment rate after communities were forced to
relocate, showing that there was no concern for residents’ financial situation after displacement.

Second, financial compensation is also insufficient because it does not solve
psychological damage that comes from displacement. Through in-depth interviews, Mtaki et al.
(2016) also found that residents were generally very dissatisfied with their new environments
compared to their original homes.The top reasons for dissatisfaction include family separation
and a loss of community. Because there is no guarantee that the displaced community can find
another area to live in together, members of the community inevitably become separated due to
airport expansion. For tight knit communities who rely on each other for trade and bartering, as
well as emotional support, the separation can have dire consequences for individual members of
the community who are now without essential support systems (Magembe-Mushi). In light of
these challenges, it is evident that the impacts of displacement extend beyond finances,
impacting the psychological well-being of those displaced from their homes. Therefore, financial
assistance is both insufficient and neglects to address all the costs of displacement.

Health and Environmental Effects

Another major issue with airport expansion is the impact on both the local ecosystems
and the health of nearby communities. Airport expansion is a massive project and certainly
brings physical impact at first. For creating just a new runway at Seattle-Tacoma International
Airport, it required about 13 million cubic meters, whereas in total of 307 million cubic meters of
land were consumed to construct the Chek Lap Kok Airport in Hong Kong (Upham). Thus,
environmental issues associated with airport expansion, such as deforestation and water and air
pollution, are significant and only scale with the size of the airport expansion project. Research
conducted in Hong Kong reveals that the construction and operation of airports are often
synonymous with noise pollution, lessening the quality of life for those living nearby. Some may
believe that it is only the construction which causes air/noise pollution, however just operating
the airport on a daily basis certainly does create a noticeable amount of air/noise pollution in the
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nearby area. In fact, according to Corpuz’s study in 2012, he claimed that 7 percent of the public
housing population with 24 percent of the private housing population suffers from noise
pollution by the airport on a daily basis (Corpuz). An increase in noise pollution often decreases
the quality and quantity of sleep of family members, which causes a ripple effect of other
negative consequences in their everyday lives. Moreover, the increased air pollution brought on
by airport expansion can have a more direct impact on the health of nearby residents. In fact, 41
percent of respondents in Hong Kong attribute recent respiratory problems with the airport, and
44 percent of respondents expected their health to worsen as a direct consequence of the airport's
expansion (Corpuz). As demonstrated in case studies from around the world, including Hong
Kong, Boston, the Netherlands, and Manchester, the expansion of airports often leads to a shift in
the balance between safety and convenience. Homes near the airport compound the
environmental issues, leading to decreased air quality and increased noise levels that can have
long-term physical and psychological effects. According to the article from Medical News
Today, people may experience difficulty falling asleep or waking too early (Millar), which is a
problem particularly prevalent when the airport is located near the green belts area, surrounding
major urban areas where the ecological balance is easily disrupted by the airport's construction
and operations.

Solutions

Therefore, when deciding if and how to pursue airport expansion projects, socioeconomic
and environmental issues should be carefully weighed against the economic benefits of airport
expansion. Generally speaking, significant advantages of airport development include increased
economic output, more job possibilities, a rise in tourism, and improved operational
effectiveness. When the Singaporean government announced its plans to expand Changi airport
in 2018, for example, government messaging highlighted that airport expansion would make
“Singapore attractive to global investments,” and bring in more business and trade opportunities,
therefore more jobs to the Singaporean market (“Three reasons why we need to expand our
airport infrastructure”). However, upon closer inspection, it is possible that these benefits mostly
benefit the government instead of the general population. As shown with the studies above,
displaced peoples have socioeconomic challenges as a result of the airport expansion, and
displacement of people results in an influx of new residents in other residential areas, which
would affect the jobs and housing markets. While the government benefits from increased
revenue and an improved national image, residents must suffer from overcrowding, social
disintegration, and a steep increase in living costs long term. These problems show that the
government must prepare and provide better alternatives that take into account how people's
lives and communities are affected due to airport expansion.

Existing policies and compensation for the community displacement and land use change
is not enough to outweigh the disadvantages to displaced and fractured communities. However,
some airports around the world, such as Incheon Airport in South Korea and Heathrow Airport in
England can stand as examples of possible solutions. During the initial construction of Incheon
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Airport, the government marked out a large area and cleared land and water with future
expansions in mind. Because this was done in the early stages, the government could expand the
airport as necessary without the need to relocate communities or cause additional light and noise
pollution for residents. If this is not possible because the airport was already built on a smaller
plot of land, the government should make the expansion benefits more apparent to the general
public. For example, when Heathrow Airport was adding a Northwest runway in 2016, the
government did not stop at claiming that it would provide more local jobs; the airport made a
pledge to create 5,000 more apprenticeships by 2030 and use these opportunities to decrease
youth unemployment in the neighborhoods closest to the airport (Department for Transport).
This plan demonstrates how the government has taken long-term repercussions of airport
expansion into account. While it is not perfect because it does not address issues outside of
unemployment, a plan that goes beyond basic financial compensation is an improvement.

Conclusion

In conclusion, airport construction and expansion can have devastating drawbacks on
local communities that overshadow the benefits of larger, more functional airports. In Tanzania,
airport expansion fissures communities and can add to the family’s financial burden because
compensation packages are insufficient. In places like Hong Kong and the Netherlands, studies
show that airport expansion adds to environmental pollution and disrupts the lives of people in
nearby residential areas. Because of the construction and noise from airplanes, residents report a
decrease in the quality of sleep and their overall health. These effects are compounded by other
issues such as overcrowding, limited housing, and steep increase of cost of living as
neighborhood demographics in surrounding areas shift. Therefore, airport expansion is not
always the boon that the government portrays it as. To reduce the negative impact on the
communities, governments can improve the financial compensation package to account for loss
of employment or other financial opportunities and make a greater effort to consider the
psychological burden of displacement. When building new airports, it would be ideal to set aside
a larger amount of land than initially necessary to account for later airport expansion. This would
reduce the need to disrupt communities again later. With these changes, it is possible for the
government to create airport expansion plans that allow all members of the community to benefit
from increased air traffic in the area.
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Pharmaceutical and Non-Pharmaceutical Approaches to Managing Creutzfeldt-Jakob’s
Disease Symptoms By Suhani Mehta

Abstract

Human prion diseases are part of a family of rare neurodegenerative disorders, affecting
1-2 out of every million people globally. The most prevalent type of prion disease is
Creutzfeldt-Jakob disease, also known as CJD. Due to the misfolding of a prion protein, there is
rapid degeneration of the brain. These misfolded prions lead to the formation of colonies,
destroying surrounding brain tissue, leading to inevitable fatality. As the disease progresses,
symptoms continue to worsen, ultimately causing complete mobility loss, dementia, slurring of
words, abnormal jerking movements, and more. The central issue with CJD is a lack of treatment
options available. As of now, there is no cure, instead, therapeutic methods focus on providing
relief to the patient. Exploring potential therapies for CJD patients is crucial, as a patient’s
physical and mental state is unpredictable throughout the journey with the disease. Furthermore,
the rapidly progressing nature of the disease leaves little time for the trial of therapeutics, as it’s
extremely difficult to predict the timeline of the symptoms, and the symptoms require constant
care and attention. Thus, it is necessary to find a manner in which symptoms can be managed as
efficiently as possible, without disrupting the patient’s comfort. This review summarizes a wide
variety of pharmaceutical and non-pharmaceutical therapies for CJD patients, with the goal of
highlighting therapies that best relieve patients of their symptoms. Ranging from the potential
use of antibodies to acute rehabilitation, these studies explore methods that can help CJD patients
live out the rest of their lives in the most satisfactory manner.

Introduction

Prion diseases, also known as transmissible spongiform encephalopathies, belong to a
large family of devastating neurodegenerative conditions. Creuzfeldt’s Jakob’s disease (CJD) is
the most prevalent type of prion disease, impacting people all over the world. In this disease,
proteins in neurons are spontaneously converted into prions, a type of protein that triggers the
misfolding of normal proteins, leading to their dysfunction. The formation of prions is
exponential, causing significant damage to the patient’s neurons (Cleveland Clinic, 2022).

Diagnosis of CJD is a tricky process, and oftentimes diagnosis occurs only after
symptoms begin to appear. In fact, CJD can be contracted for many years with the patient being
asymptomatic. However, the rapid degeneration only starts to occur after symptoms begin to
show (Cleveland Clinic, 2022). There are three key ways to diagnose CJD.
Electroencephalography (EEQG), a type of test that records the electrical patterns of the brain to
find any irregularities, allows for the discovery of which stage of CJD the patient is currently in
(Wieser et al., 2023). Findings such as diffuse slowing, a specific type of brain activity pattern,
appear in EEG tests during early stages of CJD, as these are the first signs of cerebral
dysfunction (Emmady and Anilkumar, 2023). Furthermore, magnetic resonance imaging (MRI),
a non-invasive technique used to obtain detailed anatomical images, is a helpful strategy in the
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diagnosis of CJD, proving to be more than 90% accurate in diagnosis of CJD (Muacevic et al.,
2020). Typically, abnormalities that display in CJD are found within the cerebral cortex or deep
gray matter of the brain (Ranchod, 2023). Performing a lumbar puncture is also effective, as
cerebrospinal fluid (CSF) is extracted from the spinal column and analyzed for prions (Prup
protein) (Johns Hopkins Medicine). Specifically, lab specialists are looking for the 14-3-3
protein, a marker for prion diseases such as CJD (Zerr et al., 1998). However, the only way to
definitively confirm a diagnosis of CJD on a living patient is by performing a brain biopsy. In
this procedure, a small portion of brain tissue is extracted and examined, but this process is
considered a major risk to the patient (McPherson and DiNapoli, 2018).

There are four types of CJD: sporadic, familial, variant, and iatrogenic (NHS, 2021).
Starting off with sporadic CJD, this is the most prevalent variant, comprising about 85% of all
cases (CDC, 2022). There is no known cause for sporadic CJD, simply the fact that regular
proteins in the brain spontaneously convert into prions, and this conversion persists indefinitely
(NHS, 2022). Ninety percent of patients die within a year of symptoms onset, with the average
duration of the disease being between 4-6 months (UCSF). Familial CJD is the result of a
mutation in the Prnp gene, the gene responsible for making PrP proteins, which are known to be
involved in cell signaling and neuronal homeostasis (True, 2017). This mutation displays an
autosomal dominant inheritance pattern, meaning the closest relatives of an affected individual
have a 50% chance of inheriting the pathogen. This variant of CJD accounts for about 10-15% of
patients (UCSF, 2023). fCJD differs from sporadic CJD, as the disease course can vary from
either a few months to over 5 years. Variant CJD is rooted from consuming infected cattle meat.
The cow would have to have bovine spongiform encephalopathy (BSE - also known as mad
cow’s disease), which is similar to CJD, as it is also a prion disease. Prions convert into a
pathogenic form that eventually damages the central nervous system of the cattle (CDC, 2021).
However, there is an unclear timeline from infection to symptoms showing in cases of variant
CJD. Finally, iatrogenic CJD spreads through the contamination of surgical equipment after the
treatment of a CJD patient. This spread occurs due to lack of proper sterilization on surgical
instruments before performing a procedure on the next patient (NHS, 2021). Though there are
four variants to CJD, they all display a range of similar symptoms, including: memory loss,
confusion, changes in behavior and personality, hallucinations, delusions, ataxia (problems with
muscle coordination), balance issues, dystonia (muscle spasms and uncontrollable jerking
movements), seizures, muscle atrophy (rapid loss of muscle mass and weight), and eventually,
paralysis (Sitammagari, 2022).

Over the last decade, the presence of CJD in countries all over the world has increased, in
some places more than in others. Studies have shown that there has been a rise in CJD cases and
CJD related deaths in countries such as Japan, the Czech Republic, Slovakia, the UK (Nishimura
et al., 2020), and South Korea. In fact, researchers noticed a unique change in the increase of
cases in South Korea, specifically that there was an “unusually high percentage” of CJD patients
part of the 30-39 years age group, rounding to about 1% of total cases in South Korea (Kim and
Jeong, 2022). Though many of the listed countries noticed an increase in sporadic CJD cases, the
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UK had a dramatic rise in the number of variant CJD cases, a rarer type of the disease. As of
spring 2022, the UK has become the country with the current most active variant CJD cases,
topping at 175 cases. France and Ireland follow the UK, but are nowhere near the number of
active vCJD cases that the UK contains (The University of Edinburgh, 2022). It is unclear the
cause of this global increase in cases, and whether it indicates increased prevalence of CJD or an
increase in detection.

Pharmaceutical approaches to treating CJD
Antibodies

Antibodies have been proposed as a potential therapy to help a patient’s body fight
foreign prion proteins. Typically, antibodies are proteins that are naturally produced and serve to
help the immune system fight foreign substances, known as antigens, such as infections,
allergens, and toxins. They are produced by white blood cells (WBC) and the structure of each
antibody slightly differs. It is a Y-shaped molecule, however each tip has a unique amino acid
sequence required to fight the antigen. When an antigen comes in contact with a WBC, the WBC
divides and multiplies to release millions of antibodies into the bloodstream. The treatment for
CJD differs though, as it is a clinically created antibody (in a lab setting), known as a monoclonal
antibody, rather than a naturally produced antibody from the human immune system. Monoclonal
antibodies are created to target a specific antigen, classifying them as a type of immunotherapy
for diagnoses such as cancer, rheumatoid arthritis, heart disease, lupus, multiple sclerosis, and
more (Cleveland Clinic, 2022). Prior knowledge about antibodies has led to the creation and
clinical trial of PRN100, a monoclonal antibody designed to prevent prions (PrP¢ protein) from
continuing to multiply by destroying them. In a study conducted by University College London
(UCL) researchers, PRN100 was offered to 6 CJD patients, who were not in the terminal stage of
the disease. The PRN100 was given intravenously in small increments every 2 days, and
eventually larger increments every 2 weeks, if negative effects were not recorded. According to
the results, this monoclonal antibody method was safe to use and successfully reached
encouraging CSF and brain tissue concentrations that were noted in patient autopsies. In fact, the
use of PRN100 led to the longest clinical duration of iatrogenic CJD ever recorded. Though
death still occurred, there were no clinically adverse effects seen, giving hope for the use of
PRN100 in the future, if its success continues to be seen with more extensive testing (Mead et
al., 2022).

Antisense Oligonucleotides

The use of antisense oligonucleotides (ASOs) is a potential therapy for CJD utilized prior
to the formation of prions, targeting these proteins at the level of their transcripts. ASOs bind to
specific RNA sequences to control the production and expression of their respective proteins.
These sequences, generally 15-20 nucleotides in length, target complementary RNA, with the
Watson and Crick base pairing rules. Though ASOs have been in practice for the last few
decades, new modifications have been explored for increased stability, efficiency, and response.
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Typically, ASOs function either through RNA cleavage or RNA blockage. Within RNA
cleavage, there are two main methods. To begin, there is RNase mediated degradation, in which a
complex is formed between the ASO and its complementary RNA. This complex acts as a
substrate for the enzyme RNase, which has the key role of degrading RNA from the ASO-RNA
complex, essentially blocking the formation of the protein. The second method is known as RNA
interference, where small interfering RNAs (siRNAs - 22 nucleotide double stranded RNA
sequences) interact with an enzyme known as the Argonaute 2 enzyme, to form an RNA induced
silencing complex (RISC). RISC then degrades the passenger strand of the siRNA, and the
remaining strand guides RISC towards the complementary mRNA. The enzyme Argonaute 2
will then cleave this mRNA and silence its expression. Moving onto RNA blockage techniques,
there is steric hindrance, which is the slowing of a molecule’s efficiency due to its bulk. These
ASOs bind to the target RNA sequence and prevent their assembly with a ribosomal subunit,
inhibiting translation. These ASOs have a very high binding affinity for their target RNA strand.
Finally, there is splice modulation, a technique used to address alternative splicing and frameshift
mutations that alter pre-mRNA splicing patterns. ASOs can either bind to the pre-mRNA
transcripts to fix the reading frame and produce a functional protein, or they can bind to the
pre-mRNA to prevent the transcript sites from being accessed (Dhuri et al., 2020).

ASOs can play a role in the formation and inhibition of proteins, which leads to the
discussion of how they can be used to treat prion diseases. In a 2019 study, researchers worked
on the use of ASOs and how they can extend the survival of mice infected with prions. ASOs
that were complementary to the endogenous prion mRNA were screened and the researchers
came up with ASO1 and ASO2 as two potential therapeutics. The primary difference between
ASO1 and ASO2 is how they target different regions of the PrnP gene (the 3’ UTR and intron 2,
respectively). For preliminary results, both ASOs were dosed in the brain and spinal cord of
uninfected wild-type (WT) mice and there was a significant reduction of Prnp mRNA noted in
the ipsilateral entorhinal cortex, hippocampus, and thoracic spinal cord, in comparison to mice
treated with saline. Next, mice were infected with an established prion disease similar to that of
CJD. These mice were injected with ASO1 about 15 days before the expected onset of
symptoms. The results show that the use of active ASO1 delayed the onset of symptoms by 33%
and the clinical phase of the disease lasted 3x longer than the mice treated with saline. Overall,
the survival time of treated mice increased by 55%. This study highlights the successful delivery
of ASOs to the brain through the spinal cord in mice, achieving similar brain distribution as
spinal injections in primates. This sheds possible light into dosing humans with ASOs through a
lumbar puncture, which is already utilized as a CJD diagnosis technique (Raymond et al., 2019).

Drugs

Though researchers have not found drugs to target prion proteins specifically yet, drugs
have been implemented to manage common CJD symptoms. Benzodiazepines are a family of
depressant drugs used to slow down signals between the brain and body. Though
benzodiazepines can be used to relieve anxiety, insomnia, and even alcohol withdrawals, they
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can also be used to treat brain related issues such as seizures (ADF, 2023). Specifically,
clobazam, a long-acting benzodiazepine, has been used in treating CJD related seizures.
Clobazam increases the permeability of chloride ions through neuronal cells, by increasing the
frequency of ligand gated ion channel openings. The increased cell potential as a result activates
GABA, an inhibitory neurotransmitter. As a result, there is a decrease in neuronal activity and
excitability as a whole in the cell, stopping the specific signals that cause seizures (Maille et al.,
2023). A study found that initiation of clobazam along with levetiracetam and lacosamide (Liu et
al., 2023), two supporting anti-epileptic drugs, led to a significant decrease in seizures in CJD
patients, stopping them all together within 72 hours. Researchers suggest that benzodiazepine
receptors remain intact in CJD patients, allowing them to be effective in helping patients (Maille
et al., 2023).

Furthermore, sodium valproate has also been used to reduce seizures, by controlling
excessive electrical activity in the brain. Sodium valproate can achieve this by blocking certain
voltage gated ion channels to reduce the high frequency transmission of neurons (Rahman and
Nguyen, 2022). This is a type of slow release medicine, typically taken in the form of a tablet
(NHS, 2021).

Finally, flupirtine maleate (FLU) is a non-opioid pain relieving drug, which functions by
blocking the glutamate N-methyl-D-aspartate receptor (Harish et al., 2012), a primary excitatory
neurotransmitter receptor in humans (Jewett, B and Thapa, B., 2022). In previous cell culture
experiments, FLU was able to prevent apoptotic cell death of neurons that were previously
treated with parts of prion proteins. Because of this, FLU was implemented in a study with CJD
patients, and the results seemed promising. CJD patients treated with FLU showed significantly
less deterioration when periodically tested for dementia under the Alzheimer’s Disease
Assessment Scale. Though further studies are necessary to determine whether FLU could be part
of a stable CJD treatment plan, it has had positive effects on cognitive function of these CJD
patients; there is great hope for its potential (Otto et al., 2004).

Non-pharmaceutical methods

Pharmaceutical methods have the capability to help CJD patients with their symptoms,
however in some cases, the progression of the disease can be too quick for the implementation of
these methods. For this reason, non-pharmaceutical methods can be key in managing the less
complex symptoms, providing quick comfort to patients.

Visual art therapy

Visual art therapy consists of the use of creative techniques to allow patients to express
themselves, in an artist's manner. Through art, patients’ psychological and emotional undertones
can be analyzed, making it a great way for therapists to dig deeper into a client’s life. Therapists
are trained to draw connections between the patients’ artistic choices and what is occurring
within their life in order to help them. Scientifically, art work has proven to reawaken memories
and reveal stories, and display unconscious thoughts (Psychology Today, 2022). In relation to
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CJD, art therapy can be useful in increasing patient awareness of what is going on, along with
evoking spontaneous expression of emotion. As the disease progresses, there are obvious
physical challenges, but there are a great deal of mental challenges as well. The effects of art
therapy on CJD was tested in a case study, where the key subject was Ms. A, a middle-aged
woman with disease progression in its early stages. For 23 weeks, she participated in weekly art
therapy sessions, with the goal being to increase her comfort with the circumstances of her
disease. The researchers noticed that art therapy provided her with short windows of time where
she was able to deeply express her feelings about what was happening to her. This showed that
despite rapid changes in her brain and the continuous decline in her physical capabilities, she was
still aware of her surroundings. In fact, art therapy created a safe environment for Ms. A, where
she could feel less overwhelmed and anxious by the reality of the disease (Shrestha et al., 2016).
As shown in this case study, visual art therapy has the potential to calm the minds of CJID
patients, creating a calmer and safer environment for them as the disease progresses.

Acute Rehabilitation

Acute rehabilitation is a type of care where a patient receives whatever medical attention
they may require, whether its constant medication or the monitoring of the progress of a disease,
at the same time as some sort of physical therapy (Santé, 2016). This can prove to be quite
beneficial to patients with CJD, as analyzed in a case study from 2022. A 62-year old man, after
a recent diagnosis of CJD entered a 14 day acute rehabilitation program, in hopes to improve his
mobility. During this two week study, the patient underwent a series of treatments, including
therapeutic exercise, gait training, neuromuscular reeducation, cognitive behavioral therapy, and
voice therapy (Copeland et al., 2022). The main purpose of therapeutic exercise is to correct any
impairments to the anatomy and restore skeletal/muscular function (Bielecki and Tadi, 2023),
whereas gait training focuses on improving the ability to walk (Eng and Tang, 2007).
Neuromuscular reeducation worked to restore normal function of his nerves and as a result,
muscular function (AmeriHealth, 2018). Throughout the process, he was also treated with
midodrine to manage orthostatic hypotension, to keep his standing blood pressure levels normal
(Prescr, 2021). The results were quite promising, as by the time of his discharge, the patient was
able to complete daily activities with minor assistance. At the beginning of the 2 weeks, he
required moderate assistance, around 50% caregiver effort and 50% of his own effort. However
after 2 weeks, it shifted to 75% patient effort and only 25% caregiver effort for day-to-day tasks.
Though this was just a case study, acute rehab could be a promising therapy to improve the
mobility of CJD patients (Copeland et al., 2022).

Discussion

CJD is the most prevalent type of prion disease, which is truly a tragedy considering its
rapidly progressing nature and the lack of consistent treatment options available (John Medicine
Hopkins). However, there are therapies, both pharmaceutical and non-pharmaceutical that can be
implemented to help alleviate symptoms, to hopefully lead to a more comfortable journey with
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the disease. From the trial of monoclonal antibodies that destroy prions in the body, to the
successful implementation of ASOs to target prions before they are even formed, and finally, the
use of clinically-approved drugs such as clobazam, sodium valproate, and flupirtine maleate to
control seizures and dementia, these pharmaceutical methods demonstrate heavy potential for
attacking CJD from a molecular perspective. Through further experimentation with these
proposed solutions, there is much hope for solving the mystery behind CJID.

On the other hand, non-pharmaceutical approaches can be an easier method of providing
relief to patients, without partaking in any complicated processes. However, there is a key issue
with the direction that CJD research has fallen under. Rather than targeting the root of the issue,
which is the spontaneous multiplication of prions, research has been focused on addressing
symptoms of the disease. This can prove to be useful in the short term, but as the prevalence of
the disease increases, there is a greater need for finding a reliable solution to CJD, in order to
save lives. As mentioned above, there has been a rise in CJD related death rates in the following
countries: Japan, the Czech Republic, Slovakia, the UK (Nishimura et al., 2020), and South
Korea (Kim and Jeong, 2022). Again, the reason for this growth in cases is unknown, however
it’s hypothesized to partially be due to heightened awareness of CJD and the advancement of
diagnostic technology over time.

Overall, there is a desperate need for more research in the prion-disease field of
neuroscience, as the lack of knowledge about the disease is a problem in itself. There are still
many unanswered questions, making it extremely difficult to design a solution to control the
disease. Without concrete answers on the basics of CJD, such as how prions initially form, there
is no way to combat the disease once and for all. However, CJD is similar in nature to other
neurodegenerative diseases, in terms of being caused by the misfolding of proteins that
ultimately lead to neuron loss (Lamptey et al., 2022). For example, Alzehmier’s disease is caused
by the build-up of the misfolded amyloid-B protein (due to mutation) in neuronal cells (Ashraf,
2014). A common Alzheimer’s treatment utilizes cholinesterase inhibitors, which are a group of
drugs that block the breakdown of acetylcholine into acetate and choline. As a result, there’s an
accumulation of acetylcholine, and difficulty with balance, coordination, and even walking and
talking as the disease progresses. Accumulation of a misfolded form of the alpha-synuclein
protein leads to the formation of toxic clumps, which ultimately lead to cell death (Cure
Parkinson’s). Deep brain stimulation is a treatment recommended to Parkinson’s patients that
don’t respond well to medication, where electrodes stimulate specific areas of the brain that are
involved in movement, to stop symptoms such as tremors, slowness in movement, and rigidity.
Again, DBS has never been tested on CJD patients, and there’s no research to demonstrate the
reactions of prions to it, however, the similarities in causes and symptoms of CJD and
Parkinson’s make the future use of DBS in CJD an appealing option (NIA, 2022).

To summarize, there are still ways to go in order to find a cure that is reliable across a
wide variety of CJD cases and that targets the root cause of the disease. The lack of research in
the field is the biggest obstacle in the journey to discovering how to end CJD once and for all.
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Unraveling the Mysteries of the Chandipura Virus- A Comprehensive Literature Review
By Naina Nagendra

Abstract

In recent years, knowledge of emerging infectious diseases, or “EID,” has been of great
significance to researchers and the general public. Chandipura virus, shortened as CHPYV, is an
EID belonging to the Rhabdoviridae family of viruses. First occurring sporadically, the virus
transcended into a genuine epidemic in 2003. This epidemic occurred in Andhra Pradesh and
resulted in a fatality rate of 56%, killing 183 children. CHPV is a zoonose, specifically borne by
vectors such as mosquitoes, ticks, and sand flies. CHPV raises concern among the Indian
population due to its differentiating nature from similar viruses of this type, namely VSV
(Vesicular Stomatitis Virus), as the mortality rate for CHPV is significantly higher than that of
VSV. Alongside this, CHPV primarily targets children, symptomized by acute encephalitis.

Furthermore, CHPV produces influenza-like symptoms as well as neurological
dysfunction. Virologists are still searching for an accurate CHPV test but have recently used
ELISA and PRNT testing. With this, Chandipura currently does not have an effective
homogenized treatment despite its contributions to premature deaths in India. However, certain
drugs are showing promise, such as the antiviral drug Favipiravir. This drug was tested for its
efficiency on inoculated SCID mice and proved to be used as a possible preemptive measure
against the fatal virus.

Unraveling the mysteries of the Chandipura Virus- a comprehensive literature review

Emerging infectious disease, referred to as EID, has been a topic of particular interest
within the scientific community over the years. An emerging disease is described as a disease
that is newly identified but is rapidly increasing in either incidence or geographic range'. EID
falls into two categories that can accurately define a disease as emerging: known and unknown.
The illness can be an entirely new disease forming from numerous evolutionary or changes of
organisms or an old infection reappearing due to changes in antimicrobial resistance in
organisms?®. Alongside these factors, particular EIDs are zoonoses, diseases spread primarily by
animals or insects. New zoonotic diseases have appeared to be prevalent in society, namely Zika
Virus and SARS-CoV-2, the latter being the more relevant due to its sudden emergence and
mortality, which was discovered to be linked to bats®>. One emerging disease that has
continuously plagued the Indian subcontinent for decades is the zoonotic disease known as the
Chandipura virus.

Chandipura virus, commonly known as CHPYV, is an emerging disease borne by vectors
such as sandflies, ticks, and mosquitoes and is a leading cause of pediatric encephalitis in India.
In 1965, near the village of Chandipur in Nagpur district, Maharashtra, India, Indian scientists
discovered a new virus isolated from the blood of two patients with fever of uncertain cause®.
Other febrile vector-borne illnesses, such as dengue and chikungunya virus, coincided in
Chandipura, but this febrile illness seemed different. Based upon the discovery location, the virus
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was named Chandipura virus®. Retrospective serological studies showed that the virus may have

been present in the 1950s*. In 1954, there was an outbreak of fatal fever of uncertain cause with
neurological complications; this illness was harmful for all known agents. This illness,

Jamshedpur fever, was later considered CHPV®. The infection was proven to be zoonotic in 1967

by scientists at the National Institute of Virology in Pune from investigating the vectorial

capacity and found that sand flies, in particular, had a high

susceptibility to CHPV and could carry a significant amount of i v i i
virus, proving that the disease was vector-borne®. CHPV was

first isolated from the Phlebotomus species of sandflies inside
human houses and cowsheds in Aurangabad, Maharashtra, in =~ -
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the 1960s’. Phlebotomine and Sergentomyia, genera of adult . WJ G
female sandflies, were also noted to carry the virus by 5 3
reverse-transcriptase-polymerase chain reaction *'°. Although

the Chandipura virus was primarily isolated in 1965, the cases S
were dismissed, and the virus was considered a lesser threat

due to its low pathogenicity at the time to cause infections to
either animals or human''. Over time, CHPV cases occurred
sporadically; for example.

Between June and September 2003, 329 children
between 9 and 14 were stricken with encephalitis in the
southern Indian state of Andhra Pradesh (Rao). One hundred eighty-three children consequently
died - a fatality rate of 56%". Initially, Japanese encephalitis was suspected. However, the
patients progressed rapidly from an influenza-like illness to coma and death with accompanying
abdominal pains and vomiting'. The fatal nature of the disease and the fleeting progression
raised suspicion among virologists and led them to believe that Chandipura was indeed the

Cases reported)/deaths

Confirmed Chandipura virus cases

cause. However, with constant sporadic cases littering India, the severity of the virus relating to
Indian children came into question.

After the 2003 outbreak, Chandipura viral outbreaks remained sporadic. Small outbreaks
occurred in Gujarat in 2010, 2014, and 2019, with a 50% mortality. The latest outbreak occurred
in 2019 when a five-year-old girl died two days after rapid onset encephalitis'.

Alongside these findings, CHPV was isolated from Phlebotomus sandflies in Senegal '® and
four-toed hedgehogs in Nigeria'” in Sri Lanka from Macaques'®, establishing the virus'
transmission is not only to humans. These cases were suspected to be transmitted by
phlebotomine sandflies, as they showed a higher susceptibility to the virus in specific geographic
regions''. Despite transmission of CHPV to animals in other countries, no documented cases of
Chandipura virus have been identified outside of India.

Virology

2CHPYV is a 180-nanometer organism belonging to the Rhabdoviridae family of
negative-stranded RNA viruses, with its genus Vesiculovirus and order Mononegavirales.
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Rhabdoviruses are typically characterized by their complex bacilliform or unique bullet-shaped
particles. CHPV is approximately 180 nanometers in length ' The Rhabdoviridae family
comprises over a hundred differentiating viruses that transmit the infection to various hosts,
including non-vertebrates, vertebrates, autotrophs, fungi, and protozoans (Rupprecht). It holds
four genera of animal viruses: Lyssavirus, Ephemerovirus, Novirhabdovirus, and Vesiculovirus®.
The transmission routes for these viruses vary in some ways and are similar in others. The most
commonly known disease Rhabdovirus produces is rabies, which is spread by the genera
Lyssavirus. This prevalent disease spreads directly from mammals to other mammals. The
Novirhabdovirus (NV) is a strictly aquatic genus transmitted through contaminated eggs or
water-borne viruses*'. NV infects most marine life. Hematophagous insects, such as sandflies,
ticks, and mosquitoes, bear Ephemerovirus and Vesiculovirus®. The difference between them
lies in their structure from isolating the strands of the viruses. CHPV lies within the subgenera of
Vesiculovirus, but it differs from other viruses of this type, namely VSV (Vesicular Stomatitis
Virus), due to its high fatality rate. CHPV and VSV furthermore differ in geographic origin, as
the former was isolated throughout India, whereas the latter is almost exclusively found in the
Americas®

Symptoms and Diagnosis

The Chandipura virus is an integral contributor to Acute Encephalitis Syndrome,
becoming one of India's leading causes of premature deaths. The virus is characterized by its
influenza-like symptoms, such as vomiting and fever. Unlike influenza, CHPV is also
distinguished by neurological dysfunction, producing an altered sensorium and decerebrate
posture, leading to death within the first two days of hospitalization®*. However, virologists have
not explained how the virus developed quickly and deteriorated rapidly. Furthermore, CHPV
does not have a rapid test similar to the Coronavirus. Instead, the general diagnosis is made by
examining the symptoms and differentiating CHPV from established encephalitis through a CT
scan*’. Another way to diagnose Chandipura is the Plaque reduction neutralization test (PRNT).
This is considered a "gold standard" type of test due to its accurate detection of antibodies
against the virus. The serological PRNT test also neutralizes and prevents virions from infecting
specific cells. Despite this, the test is highly cumbersome, taking a long time to complete'* The
most recent type of test to detect the presence of CHPV is an ELISA test, which stands for
enzyme-linked immunoassay. Because the test takes less time to be fulfilled, it can be substituted
for other serosurveillance tests®.

Treatment and Prevention

Despite the disease's tropism towards youth and its immense mortality rate, CHPV
remains vastly neglected. This is due to the virtually nonexistent treatment to relieve emerging
virus symptoms. Currently, the most obtainable way to avoid infection in local areas where
CHPV is a threat is to prevent vectorial infection entirely by using rudimentary means of
protection, such as insect repellent or mosquito netting *°. In truth, the idiosyncratic mutating
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nature of the Chandipura virus is the obstacle to attempting to create a treatment for the disease.
This mutating nature prevents virologists from developing long-lasting vaccines or therapeutic
drugs. This is because viral inhibitors cannot be used as an agent to slow virus replication, unlike
similar viruses as CHPV, which can quickly develop resistance to these inhibitors over time,
rendering them useless. Several in vitro experiments have been conducted using drugs such as
ribavirin and a synthetic peptide to slow CHPV growth. However, a homogenized therapeutic
option is yet to be created”’. However, certain drugs are showing promise. As of 2023, the
antiviral drug Favipiravir has garnered attention among virologists due to its distinctive clinical
productivity and, therefore, its potential to be utilized in a possible treatment for CHPV. A team
of virologists tested the theory of Favipiravir efficiency against CHPV through a functional in
vivo model. The experiment consisted of female SCID mice divided into pre-symptomatic and
post-symptomatic treatment and a standard control group. All groups were inoculated with an
isolated strain of Chandipura, and both the pre and post-symptomatic groups sustained an oral
dose of Favirapir twice a day. The results claimed that Favirapir was relatively successful in
prolonging survival with the inoculated SCID mice for both the pre and post-symptomatic
groups. Furthermore, Favirapir lessened the viral loads in specific organs, including blood, the
brain, and kidneys. Researchers speculated that Favirapir might be used as a preemptive measure
therapy for CHPV or to prevent the early infection from developing into something more lethal
with further research?®.

Ultimately, the Chandipura Virus is severely under-reported, as its increase in lethality is
worrisome due to its severe mutation rate through a series of genetic changes. Although the
disease only affects the Indian sub-continent, it can become a more significant global threat if not
adequately handled.
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In What Ways Are People’s Private Information Protected in the Digital World, and How
Can Related Issues Be Addressed? By Suahn Park

Abstract

This article examines people’s rights to protection of private information online, which
has been constantly violated, to address possible solutions to alleviate issues on privacy. In fact,
over 422 million people in the US were victims of data breaches in 2022 due to inadequate
protection policies and cyber attacks. There are countless illegal, unethical, and immoral uses of
personal information such as using them for phishing, fraud, or identity theft. This paper
analyzes the policies of companies and governments that already exist and cases of personal
information leakage. Data breach usually happens through insufficient security measures, social
engineering attacks, and data selling and trading even though there have been movements like
the General Data Protection Regulation (GDPR) in the European Union (EU). It reviews how
possible solutions in the scope of companies and government can prevent further harassment and
alleviate current problems that can be observed in various cases, especially in social media.

Key Terms

For further understanding, there are some essential vocabularies. First of all, digital right
refers to human rights encompassing freedom and protection all people deserve in the context of
the internet, technology, and digital communication. Major rights include the right to privacy,
which ensures the protection of personal information; freedom of expression, which allows one
to express one’s opinion freely; right to data protection, which gives responsibilities to
organizations that have one’s personal information to secure it; and right to encryption, which
safeguards individuals from unauthorized access by coding the data with a key that only
authorized people can access to. Also, privacy refers to one of the basic rights to keep certain
information from being disclosed to the public or uncertified access. It can keep one’s life and
information confidential and autonomous. There are several fields in privacy: information,
physical, communication, and personal opinions. These are defended under a legal framework
through various conventions, laws, and constitutions in the interconnected world. Furthermore,
data leakage is when privacy is violated through unauthorized access, system vulnerabilities,
insecurity in data storage, etc. It includes sharing private information with unauthorized groups
and disclosing it to the public.

Introduction

Everyone has experienced an uncanny situation online where it becomes clear that your
data is being used to influence you, whether it be targeted marketing of products, or at its worst
polarizing political views through perpetuation of misinformation (Selman). For instance, if one
discusses headphones, one’s social media pages will be filled with headphone advertisements the
next day. Events like this have caused many people to question the rights they have in the digital
world. One of the major issues involving online rights violations was the protection of personal
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information, which includes sensitive information such as name, signature, address, phone
number, and date of birth. As much as electronic devices are being used and developed, it is
essential to examine what kinds of protection people have online and how to improve them.

Even though there are several existing policies in different countries to prevent harm
(“What Is GDPR, the EU’s New Data Protection Law?”), violation is unavoidable with current
policies. Considering the fact that significant policies apply to only a few countries and are not
strongly implemented since there are no global internet security organizations, resulting in
country by country making efforts to establish security, leakage is a very prevalent issue.
Common misuses of personal information happen through data breaches, which are when
unauthorized individuals or groups gain access to databases that contain personal information.
This can lead to complex problems like identity theft and phishing, an intended social
engineering attack to steal personal information, which can be very harmful to the victims. Thus,
to prevent current and further problems with personal information leakage, there needs to be a
feasible and clear universal policy to protect people.

Violations in History

As mentioned before there were data breaches resulting in illegal uses of them. One of
the most significant ones was the Facebook-Cambridge Analytica data breach in 2015.
Cambridge Analytica was a political consulting firm that had the personal data of approximately
87 million Facebook users collected by a third-party app “This Is Your Digital Life,” engineered
by a researcher at Cambridge University. This app gathered data through surveys via Facebook
that extracted information not only about personal data but also about users’ interests and
preferences. It exploited the data for political advertisements during several election campaigns,
including the 2016 US presidential election, to influence the voters. The data usage, however,
violated Facebook’s policies. The users lost their trust and raised concerns about the protection
of personal information on social media platforms, prompting contentious debates about how to
enhance user privacy (Wong). Afterward, Facebook encountered countless criticism from the
public and regulators, resulting in the implementation of stricter data access policies
(Confessore).

Users of Yahoo, an internet company, also experienced data breaches. In 2013, about 1
billion users’ information was disclosed to a few hackers who perpetrated the system. This
information was taken and used for spamming, identity theft, and other malevolent activities
(Perlroth). Consequently, Yahoo made efforts to improve its security practices to protect user
data by strengthening encryption methods, implementing two-factor authentication (2FA), and
enhancing security infrastructure (Redfern).

Harms Due to Personal Information Leakage

There are several activities that companies can do with the personal information they
stole. First of all, identity theft, one of the most significant risks, is when cybercriminals use
stolen personal information like names, Social Security numbers, and financial details to
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impersonate individuals and commit criminal activities in their name. This can lead to financial
loss including damaging the victim’s credit scores and damaged reputation. For instance, in the
US, 40 million people were affected, resulting in $43 million in total. Also, damaged credit
scores can be critical for getting loans and even jobs. This indicates that it is not just money that
is lost, but an entire professional life or plan to buy a house could go awry. In addition, phishing
and scams are also widely seen. Using personal information, the criminals craft compelling
phishing emails and messages to make users provide further information or click malicious links
that will hack the device to get personal information. This usually leads to financial loss and
further privacy breaches, which can link to another problem like an account takeover. Account
takeover is when cybercriminals gain access to individuals’ online accounts, which will lead to
unauthorized activities, loss of control over personal information, and reputational damage.

For instance, Lt. Mike Gibson’s case shows how identity theft led to economic loss and
reputational damage. There was unauthorized access to his online trading account, filing a loan
of $10,000 from a university under his name. It was difficult to vindicate himself and to prevent
further financial withdrawal. He could not get his money back and was framed as a thief by the
university, causing unnecessary damage (Aaronson).

Current Policies

Even though countless people experience harm due to data breaches, some policies
protect them. For instance, the European Union (EU) and the European Economic Area (EEA),
which also includes Iceland, Liechtenstein, and Norway, have a regulation called the General
Data Protection Regulation (GDPR). It contains strict regulations for commercial entities when
they are collecting, progressing, and storing personal data and imposes financial penalties for
non-compliance (“What Is GDPR, the EU’s New Data Protection Law?”). Similarly, California
has the California Consumer Privacy Act (CCPA), which grants people certain rights regarding
personal information such as the right to know that data is being collected and the right to opt out
of data sharing and obliges companies to have data protection and transparency (Korolov). On
the other hand, even though some countries have tried to implement strict policies, other
countries often do not have any general laws protecting people from data leakages. They would
not be able to penalize or regulate cybercriminals adequately, indicating a need for the
implementation of general international laws (Pirvan).

Causes of Private Information Leakage

Even though there are efforts to protect people from data leakage, data can and is being
collected and misused without individual awareness. For instance, the Facebook-Cambridge
Analytica data breach (Wong), which is mentioned above, shows the vulnerabilities and strong
necessity to strengthen the policies to secure the data and ensure transparency. Weak security
policies, lack of adequate encryption, and insufficient network monitoring can expose the data to
external attacks (Kaspersky). In fact, 47 percent of data breaches occur due to malicious attacks,
and these can be easily prevented by reinforcing security measures (“Top 3 Causes of Data
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Breaches™). The inadequate implementation of these policies is also an issue (Aaronson). Even
though there are policies regarding privacy, it is complicated to be checked and applied. Many
companies do not have enough security measures, and there are very few worldwide policies
regarding the protection of private and sensitive information. Consequently, the safety protocols
are often violated, and many people attempt to use the data maliciously (Aaronson). Especially
with weak policies, data safety is a very severe issue worldwide, as seen in the exponential
growth of its cases: 157 cases in 2005 and 1802 cases in 2022, affecting approximately 422.14
million people. Moreover, data can leak due to the complex data ecosystem, leading to a leakage
from third parties. It is very difficult for a company to monitor all the third parties involved in the
data processing, showing the necessity for more robust regulations.

Possible Solutions

As digital crimes are increasing these days, there is a need to enhance digital rights. First
of all, more robust compliance with the privacy policies is needed. Companies should enhance
accountability through clear descriptions about their responsibility, reasons, and authentication
when they collect personal data. This transparency will ensure users a safer and more protected
digital life. Considering that plenty of companies generate revenue by selling the personal
information of their customers, governmental policy and incentives should ensure that each and
every personal information is kept safe. Additionally, companies themselves have to make efforts
to implement stronger policies. This can be done by restricting access to sensitive data through
authentication methods, role-based access controls, and least privilege principles. It will ensure
that only authenticated people access personal data. To make the protection even stronger,
companies can encrypt the data and perform regular security assessments. Encryption allows the
data to be unusable without appropriate decryption keys even if it gets stolen. This diminishes
the risk of malevolent misusing of the data and allows another layer of protection. Conducting
regular security audits can help companies identify potential weaknesses in the system and
address them before any unauthorized access happens. Moreover, third-party risk management is
very important. When companies work with several different partners, they should measure other
companies’ security practices to ensure that they abide by apt data protection standards and
policies. Moreover, punitive damages indemnification, which is compensation for those who
experienced unpleasant situations, should be reinforced. Many countries have very weak
compensation policies, reimbursing very small amounts of money. By improving safety
measures, the companies would try to prevent data breaches to avoid financial damage. Adopting
these measures can significantly reduce the risk of data breaches and enhance data security.
Companies should take proactive actions to protect data.

At the governmental level, there are various actions a government can take to prevent
data breaches. Government action is very crucial since it has the power to impose a policy that
can protect all citizens from potential threats. For instance, implementing and enforcing data
protection laws can help enhance the digital rights of the people. By listing clear guidelines for
what personal data organizations can collect and how they subsequently handle it, governments
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can help companies form appropriate and feasible policies. It can include requiring
understandable consent agreements for data collection and encryption of data and penalties for
non-compliance. For example, confining the degree of data that can be collected by each type of
business, also known as data minimization, can minimize the damages by gaining only
information that is needed. Also, the government can support research and development of
cybersecurity systems that can prevent data breaches effectively by providing financial support.
Conducting frequent security audits and assessments at the governmental level can bring larger
impacts, too. It allows the government to keep companies under surveillance. It would make
organizations and companies follow rules more strictly, which ensures adequate implementation
of policies. To assist small and medium-sized entrepreneurs who have difficulties making strong
cybersecurity measures due to a paucity of resources, the government can supply them with
incentives and resources to strengthen data protection. These efforts to safeguard the sensitive
information stored in the digital world would certainly reduce unwanted incidents.

Conclusion

To sum up, due to the dearth of adequate implementation of privacy policies online,
millions of people have experienced unauthorized access to and detrimental consequences of
their data being misused. To address this issue, companies and governments should make efforts
to create clearer policies with regular audits, strengthen existing policies with strict penalties, and
create a general law that applies to more people and regions. Since data misuse can cause
reputational damages, identity thefts, and financial loss, which are very crucial, adopting policies
to cope with rising problems is essential and urgent to protect individual rights online.
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Predicting the Size of Asteroids with Random Forest Classifiers By Alex Stoffel

Abstract

Asteroids are remnants from early solar systems, often caused by large bodies of mass
colliding with each other. To make predictions about these asteroids, we can use machine
learning. In this project I used a random forest classification model, a set of decision trees that a
computer compiles to classify these asteroids according to a particular heuristic. A decision tree
is a series of yes-no questions the computer answers, eventually resulting in an object
classification. After using a total of 50 decision trees, our program could classify with 99.86%
accuracy whether an asteroid was large or small using the Open Asteroid Dataset. We consider
minor asteroids smaller than the mean of those in our data set and large asteroids to be larger
than the mean of our data set. Classifying asteroids is crucial because sometimes we cannot
measure the size of an asteroid directly. Still, by using this program, we can predict its size by
measuring other aspects. It is essential to know the size because it will help us predict asteroid
collisions with a high degree of accuracy.

Introduction

Did you know that on average 17,000 asteroids hit Earth yearly [11]? Although many of
these asteroids are not large enough to cause any real damage to Earth, it is essential to know the
size of these asteroids so that appropriate measures can be taken, in the case of destructive
asteroids; these measures would be used to evacuate populations endangered by the colliding
asteroid. Our program will be able to predict the dimensions of these asteroids without directly
being given the information of how big it is. The program that we code will need to be able to
classify an asteroid as either large or small by analyzing several different statistics about the
asteroid and taking that information to predict its size.

Asteroids are rocky, metallic objects that orbit the sun and can be considered minor
planets. They range in size from pebbles to large bodies like Ceres [9]. Most asteroids are in the
central asteroid belt between Mars and Jupiter [9]. They are remnants from the early solar system
and can provide insights into planetary formation. Meteorites, remnants of meteoroids that
survive atmospheric entry, help us/scientists/meteoriticists study asteroid composition [10].
Spacecraft missions like Galileo and NEAR have provided us/scientists/meteoriticists with
close-up asteroid encounters [5].

Here, we explore how we can use machine learning to predict the size of asteroids by
using several different characteristics. Table 1 shows definitions of some of the key features
used to describe asteroids in the dataset used. Are these all the variables considered by your
decision tree? If so, state that, if not, you need to go into more detail about how the decision tree
works
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Table 1: Key features present in the asteroids’ dataset and their definitions.

semi-major axis (au)

An asteroid’s average orbital distance from
the sun. [4]

eccentricity

How far away from a perfect circular orbit an
asteroid is. If the eccentricity is lower, the
asteroid’s orbit is more circular, and vice
versa. [15]

magnitude slope parameter

How big the asteroid would look if placed
exactly one AU away from the observer. An
AU is an astronomical unit. [8]

inclination with respect to x-y ecliptic plane
(deg)

The tilt of the asteroid's orbit around the
planet. [12]

Longitude of the ascending node

The angle in which the orbit is rotated from
the reference plane's vernal point. The vernal
point is the point on the elliptic when the sun
crosses from north to south. [6]

argument of perihelion

The angle between the ascending node and
the point where the orbit is closest to the Sun.
The ascending node is where the asteroid’s
orbit intersects with the regular orbit and
passes from north to south. [2]

perihelion distance (au)

The point where an asteroid is nearest to the
Sun. [14]

aphelion distance (au)

An asteroid’s furthest distance from the sun.

[1]

orbital period

How long it takes for an asteroid to make one
orbit around the Sun. [13]

geometric albedo

The ratio of a body's brightness at zero phase
angle to the brightness of a perfectly diffusing
disk with the same position and apparent size
as the body. [7]
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rotational period

The time it takes for an asteroid to rotate
once.

Table 2 shows the machine learning definitions required to complete this project:

Table 2: Definitions of important machine learning terms.

random forest classifier

A random forest classification model is a set
of decision trees that a computer will use to
classify asteroids according to a particular
heuristic. [19]

decision tree

A decision tree is a series of yes-no questions
the computer can answer, eventually resulting
in a classification of the object being tested.
[16]

supervised learning

A type of machine learning in which the data
contains features and labels, and an algorithm
is used to predict the labels from the features.
[17]

unsupervised learning

The data does not have labels. The goal is to
model the underlying structure of the data to
learn more about it and understand the input.
[18]

reinforcement learning

The machine decides what action to take and
is given positive and negative rewards. The
program must find the best possible path to
achieve the reward. [3]

Results & Data Set:

For this project, we imported a data set from Kaggle titled “Open Asteroid Data Set.” It

includes a list of the characteristics of over 800 asteroids in the solar system. To be able to make

predictions about the data, we needed to use a machine learning algorithm, and we decided to use
the random forest classifier method. A random forest classifier groups the data into a
classification we chose. We decided that our machine-learning algorithm would classify the
asteroids as large or small. Large asteroids are those whose size is larger than the mean of all of
the sizes of the asteroids in our data set, and the smaller asteroids are those whose size is smaller.
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After running the algorithm, the accuracy with which our program could correctly classify the
asteroids is 99.86%, which is an excellent result. Here is a look at some of the trees our program

used:

per <= 1541.622
samples = 16.7%
value = [0.481, 0.519]

A
data_arc <= 10362.5 n_obs_| used <=790.5
samples = 8.8% samples = 8.0%
value = [0.594, 0.406] value =[0.358, 0.642]

) (3

rot_per <= 2.633
samples = 9.4%
value =[0.461, 0.539]

4

a<=1.833
samples = 1.6%
value = [0.449, 0.551]

Figure 1: Sample decision trees from the random forest classifier.
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After these trees, the program gave us a list of all of the different feature importances (how
important each feature of the data set was to make the classifications). These are shown in Table
3.

albedo 7.45e-01
H 8.72e-02
n_obs used 7.94e-02
data arc 2.67e-02
1 6.98e-03
per y 6.20e-03
per 5.84e-03
rot per 5.78e-03

Table 3: Relative feature importances of different features in the dataset.

Discussion

Albedo was the most crucial feature because it can help tell us the surface area of the
asteroid due to how much light is being reflected off the surface. The second most important was
H, which is how large the asteroid would appear if it were placed one astronomical unit away
from the observer. The feature that leads to the greatest split is the number of data pieces used
(n_obs_used), which splits the data that separates large and small asteroids quite well (closest
split to 50/50). Another feature that led to a significant data split was Earth's Minimum Orbit
Intersection Distance (MOID), the distance between the closest point of the asteroid and Earth’s
orbits around the sun. Because of our findings on what characteristics of asteroids best classify
them as large or small/

Conclusion

In the future, to make our algorithm more accurate, I would use more decision trees to
allow for a more in-depth analysis of the data, which would ultimately lead to higher accuracy.
Some other things to increase the accuracy of the program are to input more data into the
algorithm, use more epochs, use a neural network instead of a decision tree, or use a different
data set altogether.
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Three Traits to Rule Them All: A Recipe for Exceptional Business Leadership By Eric
Azrak

Introduction

How can you extract the very best from your team? It is the function of those who lead to
enhance the led, not only as individuals but as part of something greater. While each leader
employs their own style inspired by their strengths and weaknesses, a handful of managerial
qualities tend to overlap among the finest directors. Understanding those specific traits and their
effect on others is the key to taking your organization to the next level.

Section 1: Introducing Google’s Project Oxygen

In the early 2000s, Google LLC asked themselves a simple question: Do managers
matter? As Google’s labor force was mainly composed of engineers, the introduction of
subordinate and superordinate positions was not welcomed with open arms. Nadav Eiron,
Google LLC engineering director, expounded: “Engineers generally want to spend their time
coding and debugging. Many think that talking to direct reports gets in the way of getting that
work done. And without training, some engineering managers have a hard time striking a balance
between providing direction and micromanaging.” Thus, Google searched for hard evidence that
would persuade their employees — and perhaps themselves — to believe in the benefits of proper
management. Under the leadership of Google’s People and Innovation Lab (PiLab), as well as a
handful of research experts, Project Oxygen was born to answer Google’s question.

Neal Patel and Michelle Donovan, Project Oxygen co-founders and directors, began their
quest to prove managers did matter by doing the exact opposite, trying to prove managers didn t
matter. “Luckily, we failed,” commented Patel. The team had turned to performance reviews and

Managers have a significant impact on how
Googlers perceive life at Google. Google

Each bar represents a Googlegeist question, grouped by theme. The height of each bar corresponds to how much managers influence how a
Googler will answer that question.
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Googlegeist scores, an annual employee satisfaction survey regarding leadership, for data on
existing management at Google. By comparing high-scoring (top quartile) and low-scoring
(bottom quartile) managers, Patel and Donovan hoped to spot significant differences that
distinguished the two groups. The discrepancies were incremental but monumental; the slightest
variation in manager quality had notable effects on job satisfaction, employee retention,
work-life balance, career development, and performance (see Exhibit 1 above for more). Now
that managers definitively mattered, naturally, the following question was, “What do our best
managers do?”

Utilizing double-blind qualitative interviews, the Project Oxygen team had collected a
vast amount of data that pointed them to eight characteristics of great managers. Interviewers
were given a script of questions regarding managerial behavior/tendencies, and polled
high-scoring and low-scoring managers across all departments, levels, and geographic locations.
After combing over the survey responses, thousands of Googlegeist survey comments, and more
performance reviews, PiLab identified eight behaviors that were often shared by the high-scoring
managers. The eight attributes were soon nicknamed the ‘Oxygen 8.’

At the top of Google’s Oxygen 8 list came “being a good coach,” understanding the
niche of employees and pushing them to grow in a healthy manner. At the number two spot, a
great manager “empowers the team and does not micromanage,” instilling a strong sense of
trust within their team yet still available to answer questions. The following trait seems basic, but
it’s essential to “express interest/concern for team members’ success and personal well
being;” care about those who you work with. The fourth quality fits the more traditional role of a
manager, as “productive and results-orientated” are the cornerstones of efficiency. Next up,
trait five emphasizes that communication is key: “is a good communicator - listens and shares
information.” An excellent manager shouldn’t only care about your personal well-being but also
your career’s well-being, and hence, the sixth characteristic, “helps with career development.”
The seventh trait is an essential function of leadership, underscoring direction, “has a clear
vision/strategy for the team.” Last but certainly not least, a distinguishing characteristic of any
team leader is that a great manager “has key technical skills that help him/her advise the
team.” On their own, these eight qualities are influential, but as a group, the Oxygen 8 are
exceptionally powerful. The aim of this paper, though, is to determine which three of the eight
Google Oxygen traits are the most crucial for managerial success, later substantiated by the
experience of two notable business leaders.

While Google — and this paper — use the terms interchangeably, “manager” and “leader”
aren’t always synonymous. John P. Kotter of Harvard Business Review (HBR) explained:
“Management is about coping with complexity; it brings order and predictability to a situation.
But that’s no longer enough—to succeed, companies must be able to adapt to change.
Leadership, then, is about learning how to cope with rapid change.” Kotter’s distinction offers a
novel perspective to those in charge. While it’s important to adhere to Oxygen 8 traits, it’s vital
to evaluate the need for leadership versus management during times of stress.
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Section 2: Essential Context

Any analysis of business leadership would be incomplete without acknowledging the
pivotal research that precedes it. Especially relevant to the discussion of Google’s Project
Oxygen, Why Should Anyone Be Led by You?: What It Takes To Be An Authentic Leader by
Robert Goffee and Gareth Jones explores the notion of authentic vs. quality-based leadership.
The pair explain that the greatest leaders must leverage their own qualities to develop their own
management style, and “In our view, there are no universal leadership characteristics. What
works for one leader will not work for another.” A stark departure from an “Oxygen 8”
trait-centric recipe, Goffee and Jones emphasize that leaders come in all shapes and forms. Some
are technical experts in their fields, such as Bill Gates, who they dub the “ultimate computer
geek,” and others are magnetic personalities like Steve Jobs or Richard Branson. Goffee and
Jones also highlight that leadership is fundamentally situational, and success oftentimes depends
on how well one’s style fits the current niche. Likewise, another essential piece of leadership
literature, The Leadership S-Curve (see Exhibit 2 below) supports the fickle nature of
management. Each section of the cycle calls upon an alternate leadership style, ultimately
requiring those at the top to shift gears in response. It’s crucial to remain dynamic and avoid
staticity.

CEO Agenda, Practices and Style
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Section 3: Yvon Chouniard vs. Tim Cook in the Context of the Oxygen 8

In order to effectively sift through the “Oxygen 8 and extract the three foremost
important management traits, let’s take a look at two monumental yet entirely different business
leaders: Yvon Chouniard and Tim Cook.
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Yvon Chouinard

Born in 1938 to a French Canadian farmer in Lisbon, Maine, Yvon Chouinard
instinctively inherited the family values, hard work, and appreciation of quality tools. His
mother, Yvone, exuded fearlessness and responsibility. She made many of the family decisions,
and took that responsibility very seriously. Yvonne also took responsibility in another way, which
Chouniard would later note “was probably my first lesson in philanthropy.” Seeking an arid
climate better suited for her husband’s asthma, Yvonne had auctioned all of their family’s
possessions and landed on Burbank, California. At some point along the 3,000-mile journey
across the country, she spotted an Indian hogan, and on it, a Hopi woman with several hungry
children. Yvonne gave her all of their preserved corn for the trip - mother to mother.

Even in high school, Chouinard could never be put in a box. He was a straight D-student,
and had little interest in the subjects except, of course, for the shop classes. A self-labeled
troublemaker, Chouniard would frequently find himself in detention writing “I will not...” lines
hundreds of times. A great example of his entrepreneurial spirit, though, Chouinard boasted he
would “take three pencils and line them up with sticks and rubber bands so I could do three lines
at once.” Chouniard attended community college after his 1956 high school graduation, but
taught himself Blacksmithing 101 as multi-day Yosemite climbs demanded. At the time,
climbing gear was dominated by the European “conquer” culture; move on and don’t look back.
All the gear was made single-use, and once inserted into the mountain/wall, the iron piton heads
tended to break off. This didn’t sit well with American climbers. “You [Americans] climb the
mountains or visit the wilderness but leave no trace of having been there,” explained Chouinard,
who attributed the perspective to a swirling transcendentalist thought.

Recognizing the need for reusable state-of-the-art pitons, Chouinard got to work. He sold
out of his garage to friends and then friends of friends for $1.50 each, pricy next to the European
twenty-cent standard, but you had to use Chouinard’s gear for the cutting-edge climbs they were
doing. The margins remained slim, yet once he netted enough to fund his own climbs, Chouinard
would head back to what he loved: the natural world. He slept two-thirds of the year in an
army-surplus sleeping bag and didn’t buy a tent until he was forty.

After the Vietnam War came knocking in the fall of 1962, Chouinard reopened the shop
closer to the waves in Ventura, California, in 1966. Demand soon outgrew supply, however,
forcing Chouinard to scale up with advanced machinery and new recruits. Chouinard Equipment
mostly hired friends, and Chouinard added that “none saw the business as an end itself. It was
just a way to pay the bills so we could go off on climbing trips.” Fast forward four years, and
Chouinard Equip. became the largest supplier of climbing hardware in the United States; it had
also become an environmental menace. The continued hammering of steel pitons, which made
up most of the business, in and out of the fragile cracks permanently disfigured the very rocks
Chouinard adored. Luckily, there existed an alternative in the form of aluminum chocks that
wedged in between cracks, and Chouinard Equipment shortly phased out steel pitons.

As the years piled up, so did Chouinard Equipment’s profits, and Yvon Chouinard saw a
new opportunity within the climbing market: apparel. In the late sixties, active sportswear wasn't
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fashionable. From the cut to the colors, it was a bland trainwreck. So, when Chouinard returned
from a Scotland climbing trip in a regulation team rugby shirt, people noticed. Patagonia was
born three years later in 1973, and it is now an office and
household name fifty years later. " |

In the wake of Chouinard Equipment and
Patagonia’s success, Yvon Chouinard could no longer
duck the title of “businessman.” Yet, he was adamant
about “distance[ing] myself as far as possible from those

patagonia

pasty-faced corpses in suits I saw in airline magazine
ads. If I had to be a businessman, [ was going to do it on

my own terms.” He further declared that work must
remain enjoyable on a daily basis, and it should be
surrounded with friends who can dress however they choose, even barefoot.

Chouinard envisioned a radical realm that blurred the line between work and family: the
office. He read every book on business he could get his hands on and took a special interest in
Japanese plus Scandinavian styles of management. Chouinard prided himself on his MBA theory
of management, management by absence. He advocated that a company needs an explorer to go
out and get the “temperature of the world,” meanwhile Patagonia would continue on. His
attitudes and efforts all culminated in Patagonia’s unique environment. Many employees surfed
at lunch or played volleyball in the sandpit, and most frequented the slopes for ski and climbing
trips - often sponsored by Patagonia! During Chouinard’s tenure, he would regularly bring top
managers to Argentina, nurturing their creativity and moral codes in tandem. He would also lead
weekly employee seminars to Yosemite National Park or San Francisco's Marin headlands for the
same purpose at a more granular scale. Chouinard, a Zen-Buddist at heart, gleaned from
wherever he could, notably the Iroquois tribe. As a people with a deep connection to the Earth,
the Iroquois couldn’t afford to be near-sighted. Therefore, to ensure the needs of the future were
considered, they designated one of their own as a representative of seven generations ahead;
Chouinard realized the custom’s value and instituted it into Patagonia. The administrative
building is devoid of private offices, even for executives. Perhaps the most remarkable feature of
the office, though, is the on-site child care center, Great Pacific Child Care Development Center,
Inc. Contemporaneously, it was one of
only a hundred-twenty nationwide; today,
there are over 8,000. Chouinard
commented, “The presence of children
playing in the yard with their mothers and
fathers in the cafeteria helped keep the
company atmosphere more familial than
corporate.” Patagonia also offers flexible
work hours, maternity/paternity leave, and
job sharing in addition to child care.
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Consistency is key, especially with messages. Patagonia was one of the first companies to
dedicate itself to impact-conscious business in the seventies with recycled catalog paper, and
decades later, their branding or company values haven’t budged. Each year, the company donates
ten percent of profit or one percent of sales (whichever is greater) to environmental causes,
principally grassroots efforts. Since 1985, the business has given away north of $140 million.
Patagonia funds and facilitates employee environmental action, as well as sponsors small groups
of peaceful, civil disobedient protesters. In 2007, Patagonia was one of seventy-two original
enterprises to incorporate as a B-corporation, a number which has grown exponentially since.
When asked why he’s in business, Chouinard explained that he wanted to inspire other
enterprises to environmental action just as their top-of-the-line gear has inspired other
manufacturers. Patagonia’s mission statement captures its values quite nicely: “Make the best
product, cause no unnecessary harm, and use business to inspire and implement solutions to the
environmental crisis.”

Tim Cook

Timothy Donald Cook was born in Mobile, Alabama, on the first of November, 1960.
The Cooks lived the quintessential small-town, rural life of the mid-20th-century South. His
parents, Donald and Geraldine, had grown up not more than 30 miles apart, and farms dotted the
horizon as far as the eyes could see. The two tended to keep to themselves, a trait later adopted
by their children, and Donald worked long hours at low-level jobs to support their family. Tim
knew his father didn’t enjoy it and grew up dreaming of a different — more fulfilling — life, one
where he worked at what he loved.

In school, Tim was a shy intellectual who never failed to submit homework on time. He
was named “Most Studious” by his classmates for several years, and set his eyes on Auburn
University. During downtime, Cook could usually be found with fellow members of the school
band or socializing with the athletes and drama students. He was the school yearbook business
manager, and facilitated quarter-page ad sales from local businesses. Notably, Cook was the first
in the position to collect payments periodically instead of scrambling to grab the lump sum at the
deadline, according to his teacher, Ms. Davis.

Early on in his life, Cook was forced to reconcile the racially divided nature of his
surroundings. One day in middle school, as he was riding home on his bicycle from school, Cook
stumbled upon a crowd of hooded men standing in front of a burning cross driven into the front
yard of a local Black family. He shouted, “Stop!” and was shocked when one of the men shifted
his gaze toward him, lifted his hood, and was revealed to be a deacon from a nearby church;
Cook pedaled away as fast as he could. The scene stayed with him for decades.

In 1977, Cook tore open his long-awaited letter of acceptance to Auburn. He had started
on his goal to be an engineer and enrolled in the industrial and systems engineering department.
He had learned to question everything and challenge those who argue, “It’s just the way it’s
done.” Not surprisingly, he was offered a position at Anderson Consulting and General Electric
in 1982 but ended up at International Business Machines. At that time, IBM’s Personal Computer
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(or PC) had just flown off shelves and netted the company nearly a billion in sales. The
environment at IBM was perfect for Cook, riddled
with bureaucracy, structure, and engineering
jargon. It was the soulless corporate empire to its
inspiring rebel rival: Apple.

Cook was a natural. He quickly made his
mark in materials management, and was classified
as a HiPo (high potential) by senior management.

I
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=

Recognizing his immense promise, IBM soon paid
for his MBA at Duke University’s Fuqua School
of Business, and Cook took on a new appreciation
for marketing, finance, and other foreign business
disciplines. In 1988, he graduated in the top ten
percent of his class and headed back to IBM until 1994, when Louis Gerstner became CEO. At
that moment in time, IBM was transitioning from primarily product-based to service-based, a
shift that would diminish the company’s relevance in Cook’s eyes. Fortunately, Intelligent
Electronics poached Cook shortly beforehand for an operations position, which he accepted as a
way out of IBM.

Cook’s timing couldn’t be worse. Cook quickly learned that Intelligent Electronics (IE)
was an operations disaster. Wasted warehouse space and convoluted software systems as a result
of sloppily acquiring rivals left IE’s margins paper thin. Even after Cook came to the rescue, total
profits still sank, leading the company to ultimately agree upon selling the business. Competitor
Ingram Micro offered a price that Cook thought to be too low, and while some executives pushed
to sell, Cook convinced them to patiently wait for a higher bid. He eventually persuaded Ingram
Micro to raise their price by several millions of dollars, striking a $78 million dollar acquisition.

In 1997, Cook headed to, arguably, the number one tech company in the world at the
time: Compagq. There, he was confronted by another inventory headache with the ratio of
warehouse-to-manufacturing space at two-to-one. In response, Cook worked to shorten the
amount of time between product manufacturing and delivery; it did the trick. Only a year later,
however, Cook decided on exiting Compagq after picking up a call from Rick Devine, executive
recruiter at what would become the number one tech company of all time, Apple.

Early on at Apple, Cook called an operations meeting to familiarize himself with every
detail of the company’s infamously terrible supply chain management. Acting head of operations
when Cook arrived, Joe O’Sullivan, commented, “I saw grown men cry,” referencing Cook’s
myriad of questions to the operations department. “He went into a level of detail that was
phenomenal.” The meeting would foreshadow Cook’s leadership style, whipping staff into shape
with rigorous interrogation at an extremely precise level; there was no room for error. Tripp
Mickle, author of After Steve: How Apple Became a Trillion-Dollar Company and Lost Its Soul,
put it best, “His Socratic style created a tense atmosphere that caused staff to squirm... The
operations team learned to scour every aspect of production and prepare to answer any question
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Cook could imagine. They drilled down into the performance of specific parts and each assembly
line’s production results. Their boss’s appetite for specifics led everyone to become ‘almost
Cook-like,” O’Sullivan said.” Incredibly, Cook soaked up all the new information and began to
work at the company’s operation troubles immediately.

Cook wanted more. After eliminating all excess inventory (which Cook called
“fundamentally evil”), he traveled to Singapore to hear firsthand about operations (ops.)
overseas. The Singapore ops. team described their success throughout the prior year and,
specifically, how they bumped inventory turns
(‘a measure of the frequency in which
inventory was used and replaced) from eight
times to twenty-five times per year.
Regardless of the rate being second in the
industry, Cook had pushed, “How would you
get it to a hundred turns?”” O’Sullivan
answered, “I knew you’d say that. We’re
nearly there.” Stone-faced, Cook asked him
another question, “How would you get to a
thousand?” Some laughed, but those who
knew Cook understood he was serious. In a few years, Apple would soon mark no inventory on
their books through a process that would be called Line Stripping or Floor Marking. The ops.
team painted a yellow line down the center of factory floors; one side belonged to suppliers and
was written on supplier’s books until the components were moved across the line, only when
used in on-demand assembly. Thus, on paper, there hadn't been any inventory. The practice soon
became standard across “Big-Tech.” Cook had instilled in them a hunger for pure excellence (see
Exhibit 3 below).

Company politics were anathema to Cook, another one of his leadership quirks. At
Apple, known to have its fair share of hotheads and drama, Operations was the odd one out.
Toward the end of each fiscal quarter, Cook called for an Operations meeting to discuss any
shortcomings. About a dozen higher-ups would write what they felt had been the root cause of an
issue on a Posit-It and proceeded to stick it to a whiteboard. The notes were then grouped,

Exhibit5 PC Manufacturers’ Key Operating Measures, 1997-2014

1997 2000 2003 2006 2008 2010 2012 2014
Gross margins (%)
Apple 21% 27% 29% 29% 35% 39% 44% 39%
Dell 23% 21% 19% 17% 18% 19% 21% --
Hewlett-Packard| 38% 31% 29% 24% 24% 22% 22% 23%
Lenovo -- 13% 15% 14% 15% 11% 11% 13%
R&D/Sales (%)
Apple 12% 5% 8% 4% 3% 3% 2% 3%
Dell 1% 2% 1% 1% 1% 1% 2% --
Hewlett-Packard 7% 5% 5% 4% 3% 2% 3% 3%

Source: Compiled from Capital IQ and ThomsonOne, accessed April 2012, March 2015. 1 3 3

Note: All information is on a fiscal-year basis. Apple’s fiscal year ends in September, HP’s in October, Dell’s in January, and
Lenovo's in March.



ranked, and discussed. The practice helped Cook weed out top performers from the rest of the
team, usually those who were the most “Cook-like”: MBAs with a relentless work ethic. Yet,
Cook went out of his way to hire from all areas of Apple in order to have diverse perspectives on
problems.

Some describe Tim Cook as robotic - emotionless, calculated, and all-knowing - and it’s
not hard to see why. Over his career, Cook’s track record for rooting out all operational
inefficiencies is almost inhuman. He has continuously redefined the impossible, and his results
speak for themselves. After Steve Jobs’ death on October 5, 2011, many were skeptical about the
prospect of Cook at the helm; the two were complete opposites. Thus, Jobs directed Cook to lead
Apple and never look back, never question what “Jobs had wanted.” And he did just that. He
took the 1984 “Think Different” branding and flipped it on his head, turning Apple into one of
the most recognizable faces of corporate America. Under his leadership, Apple would soon be
the first company to be valued at a market cap of a trillion dollars (three trillion as of October
2023), a monumental feat. The small-town kid from Mobile, Alabama, who dreamed of a life
different from his father’s now lives in a $2.3 million condo in Palo Alto, California.

Section 4: Oxygen 8’s Best Traits

When considering which three of Google’s Oxygen Eight Traits are the most critical, the
backgrounds and experiences of Yvon Chouinard and Tim Cook are pivotal. Against the
backdrop of these two mega-successful business leaders and managers, picking and choosing
from Oxygen 8 becomes much more manageable. Some qualities are simply much more
pervasive throughout the lives of both leaders.

Trait #1

The first quality of importance is “empowers the teams and does not micromanage”
(quoted from Google’s Oxygen 8 list directly). Take Yvon Chouinard first. As leader of
Patagonia, he took pride in developing his own style of leadership, his Management By Absence
(MBA) theory of management. Taking off to foreign countries and leaving your company in the
hands of your executive team is the ultimate form of empowerment, trust, and not
micromanaging. Now, the applicability of this theory, specifically to other companies, is up for
debate, but the idea is there: sometimes, it’s best to take a step back. This allows employees to
problem solve on their own in order to reach their deliverables, building grit and the ability to
adapt. Additionally, a measure of distance oftentimes allows subordinates to develop their own
ideas, contributing to a team’s collective intelligence. (Collective intelligence is the wealth of
knowledge contained by all members of your group, from the various degrees to the small,
random tidbits of information that each person calls their own.) Leveraging collective
intelligence, as well as a diversity of perspectives, promotes a variety of potential solutions;
natural selection will then isolate which proposal is best.

Looking at Tim Cook, it may be harder to see how he empowers those he manages. It
seemed as if he was in complete control of his operations team at Apple, but taking a closer look,

134



Cook empowered his team with his high expectations and demand for excellence. Because he
will eventually nitpick all information given to him, those in ops. were pushed to smooth out any
bumps before presenting to Cook. He didn’t instruct them HOW to get things done, but more TO
get it done. A prime example, Cook didn’t lay out a path for the Singaporean ops. team to reach a
thousand inventory turns, rather expanded their horizons to even consider the goal. He genuinely
asked O’Sullivan “How " they could reach the mark, signaling his trust in the team’s knowledge
of operations. And they came through in a big way, developing their ingenious
yellow-line-inventory strategy. The growth of Apple and Patagonia would simply be impossible
without Chouinard and Cook’s trust in their respective teams.

Trait #2

The second quality that appears over and over again between master operator Tim Cook
and eccentric entrepreneur Yvon Chouinard is “productive, and results orientated.” While
Cook measured results quantitatively via metrics such as inventory turnovers and gross margin,
Chouinard saw things qualitatively, choosing to compare himself against competitors’ piton
quality. The two took different approaches in “measuring what matters” (an executive strategy
developed by John Doerr that focuses on establishing and determining key performance
indicators), but regardless, both managers zeroed in on results. At the end of the day, if
Chouinard’s original pitons weren’t cutting edge and essential to the climbs of the time, his
efforts to offset mountain damage would most likely have been futile. If Cook’s numbers and
track record weren’t in the right spot, his passion for detail alone wouldn’t have landed him
esteemed openings at Big Tech firms. Without a focus on constant improvement and a limitless
dedication to polishing a product, even great leaders can fall short. The point is simple: deliver.
Ancillary benefits or passions simply don't stack up to results.

In terms of highlighting productivity, once again, both leaders pass with flying colors. A
true trailblazer, Yvon Chouinard revolutionized the workplace by allowing employees a degree
of freedom (paid maternal and paternal leave, flexible dress code, Patagonia Outings, etc.),
which he believed would be a net gain. However, there was one caveat: quality and timeliness of
work wouldn’t drop. As soon as responsibility fell, so did the privileges. Cook, on the other
hand, intimidated the Apple Operations team in order to mold them all in his own image. By
asking the right, nuanced questions to presenters, he earned his fledgling employees’ trust and lit
a fire under them to become increasingly “Cook-like.” This was Cook’s version of mentally
aligning his team to prioritize the small cogs of the larger operational machine and eliminate all
room for error, or in other words, prioritize productivity.

Trait #3

The final and perhaps most critical quality of exceptional business leadership is “has a
clear vision/strategy for the team.” Initially, the characteristic seems advantageous but not
necessary, and it’s easy to see why under the traditional definitions of vision and strategy. Vision
is not solely about setting a goal or looking ahead toward the future; it’s also about noticing new

135



opportunities in the periphery that many others deliberately ignore. In the early ‘60s, Chouinard
saw the opportunity and so did Tim Cook in the late ‘90s. Whether it be specialized, reusable
pitons or a thousand inventory turns, many of the pair’s ideas were thought to be preposterous
upon conception. Strategy, alternatively, describes the method in which vision is carried out, but
also the path in which mental alignment is achieved by your team. As discussed previously,
Cook’s strategy for team synergy chiefly consisted of bombarding employees with questions;
Chouinard’s strategy was much more experiential than Cook’s, leading groups of employees on
Patagonia-sponsored seminars.

Route and direction. A great leader can provide one, but an extraordinary leader wields
both functions of leadership to capture their employees. When employees understand the bigger
picture - their role in the company reaching new heights -, suddenly, their actions take on a much
larger weight. Oftentimes, this novel sense of purpose can reinvigorate employees and spark
them to deliver their best work. Vision (direction) and strategy (route) are pivotal to success, and
are leveraged by those at the top to instill meaning to those subordinate.

Conclusion

“The whole is greater than the sum of its parts.” In the context of their respective teams,
leaders are responsible for the veracity of this statement. Of course, that’s easier said than done,
which is why Google’s Project Oxygen provides such valuable insight to any aspiring leaders.
For those struggling to elevate their employees, the Oxygen Eight characteristics of the top
managers at Google are a great starting point. Yet, it’s difficult to focus on the application of all
eight traits at once. Thus, there is a need for a boiled-down version, highlighting only the top
three traits of exceptional leaders and managers.

“Why Tim Cook and Yvon Chouinard?” you may ask. The choices seem random, as
neither is connected to Google or Project Oxygen. Yet, when considering the diversity of
perspectives, experience, fields, personalities, and more between Cook and Chouinard, it
becomes a bit more clear that their names weren’t pulled out of a hat.

Tim Cook is the face of corporate America. Cultivated in Alabama upon the values of
hard work and passion, Cook came from a family with a rock-solid foundation. His scholastic
aptitude and natural methodical inner-workings quickly set him aside from his peers at an early
age. He was accepted into his dream school, Auburn University, studied industrial engineering,
and headed straight to white-collar world: IBM. Cook, eventually, became known to obsess over
every last detail in order to minimize risk as much as possible and was poached by an Apple
recruiter in 1997. He has made big waves at the company and gained notoriety for his deal with
ChinaMobile in 2013 that allowed Apple to tap the billion potential customers in China.
Currently, Cook leads Apple (the largest company in the world by market cap) as CEO, but will
always maintain his reputation as the master operator.

Yvon Chouinard’s story is almost completely opposite Cook’s. Chouinard is an
entrepreneurial spirit who never fit the education system or corporate ladder; the only place he
felt he truly belonged was among the Tetons. His love of nature was contagious and would play a
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massive role in his life and the founding of Chouinard Equipment (CE). As a leader, Chouinard
preached his “MBA” style of management and openly disliked “corporate corpses in suits.” He
was adamant about improving employment practices and the work environment. Patagonia Inc.,
which sprung from CE, is now a model for people management and treatment.

The contrast between Cook and Chouinard is impossible to miss. One an entrepreneur at
heart, the other an operator through and through. Yet, the beauty of the two together is that Cook
and Chouinard’s differences allow for the essential three traits to really shine. Regardless of
company size, type, or reputation, the three traits mentioned above stay constant. At any stage,
it's important not to micromanage and lose the trust of your team. At any stage, it’s important to
remain product and results-oriented in order to complete deliverables. And at any stage, it’s vital
the leader has a clear vision and strategy to guide subordinates. Armed with this knowledge,
elevating your organization and enhancing those who you lead is much more manageable. Apply
the three golden traits, continuously improve your delivery, and polish your unique management
style. That’s the recipe for exceptional business leadership.
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Z:: The Key By Joseph Yanta

A wealth of research on the political habits of zoomers, as well as the steps necessary to
engage them in the political system they will inherit.

Research Question: Which rhetorical devices, tactics and platforms of communication are
best at mobilizing Gen Z in support of a candidate or cause?

The twenty-first century has seen a revolution in the means of political communication.
The popularization of sites such as Twitter have made political socialization occur earlier and
also likely contributed to intense polarization. An example of a politician whose social media
usage defined their campaign would be Donald Trump, whose Twitter garnered 88 million
followers and granted Trump massive media attention. In addition, vitriolic presidential debates
have shaped the political landscape and defined it as one where insults, ad hominem tactics and
buzzwords are common. The purpose of this project is to discover which rhetorical tactics garner
politicians support, and which may be outdated or ineffective.This project will include the use of
polling data, which can be used to discover the issues that are important to Gen Z and reveal
trends amongst Gen Z voters that can be utilized by candidates and political organizations to
increase youth engagement and support.

Introduction

The internet has brought profound change to nearly every aspect of our lives. It has
created an entirely new reality through the introduction of social media and new debates over
whether platforms such as Instagram, Twitter and Tiktok serve to unite and divide. Born from the
early-to-mid 1990s through the early 2010s, Gen Z, referred to commonly as Zoomers, is the first
generation to grow up with access to the internet and social media since birth. Despite growing
up with easy access to information and data via the internet, Gen Z voters are not as politically
informed as previous generations, and it is important that candidates bring attention to the issues
in order to educate the new generation on political issues. If Gen Z does not become more
politically informed, democracy may become less effective as democracy requires an educated
populace in order to function properly (Wood 2013).

Research on Gen Z’s voting patterns has defined clear patterns of voting preference,
generally leaning left and supporting minority candidates, but existing studies regarding Gen Z
are lacking due to the fact that many members of Gen Z are unable to vote yet. This study will
investigate both what Gen Z seeks in a candidate and how candidates can tailor their messaging
to appeal to young people.

This paper seeks to discover which rhetorical tactics and platforms can be utilized in
order to engage Gen Z in the political process in support of a candidate or cause. In addition, this
paper looks both backward and forward to see how Gen Z is currently voting and predict how
they will vote in future elections. This paper analyzes data from multiple sources, including
previous studies regarding Gen Z’s political leanings as well as voting data from national
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elections. This paper also analyzes campaigns that performed well amongst Gen Z voters. It
analyzes the rhetoric and strategies of these campaigns to see which aspects of them appealed
‘]generally to Gen Z voters.

This paper discusses ways that politicians and issue based accounts already do, and can
better inform people on important issues that drive potential voters to the polls, donors to their
wallets, and volunteers to doors and phones. Ultimately, this paper seeks to discover how Gen Z
thinks, why they think that way, and how they can be convinced to support a cause or candidate.
This data can be used by campaigns, movements and advertising agencies in order to create
strategies of reaching and engaging young people that will work for years to come as more of
Gen Z becomes able to vote. This paper considers the methods of political advertising currently
in use, whether or not these methods are effective at engaging young people, and which methods
are most effective and should be leveraged to benefit campaigns and movements. Effective
methods of engaging Gen Z include leveraging the use of infographics and social media
platforms as well as social movements. Gen Z cares deeply about social issues and is critical of
party affiliation.

Literature Review

Knowing how Gen Z thinks and votes is an important litmus test for the future of
America, as Gen Z will create and support policies they desire now and in the future. The voting
and thinking patterns of Gen Z have been researched, but currently that research is limited by the
fact that many members of Gen Z are too young to vote or participate in studies, seeing as Gen Z
currently ranges from 9 to 24 years of age. Gen Z cares deeply about social justice, and this
passion for equity may bring about further democratization. Knowing what issues and messaging
resonate with younger generations will benefit politicians who care to run youth-backed
campaigns, as well as issue-based organizations and movements that seek to engage
reform-minded youth. This section will cover what Gen Z seeks in a candidate, Gen Z’s
motivations for voting, how and where Gen Z receives information, and who this information
can benefit.

It is important when attempting to engage Gen Z in the voting process to understand what
Gen Z looks for in a candidate. Gen Z is more likely to vote for an activist candidate who takes
strong positions on issues than a candidate they see as upholding the status quo (Kelly 2023).
This may explain Donald Trump and Bernie Sanders’s popularity amongst Gen Z. Bernie
Sanders’s messages including student loan debt relief resonated with Gen Z and millennials to
the extent that those two groups comprised 67% of Sanders voters (Altamura, Oliver 2022). Gen
Z also tends to prefer female and minority candidates (Kelly 2023). Understanding the kind of
candidate Gen Z prefers could lead political parties to back candidates who will have youth
support and a growing share of the vote as more of Gen Z reaches voting age.

Understanding why Gen Z votes is key when creating rhetoric targeting young voters.
Gen Z does not hold the same motivations for voting as previous generations. While baby
boomers were driven to vote largely by a sense of civic duty, the voting motivations of Gen Z are
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unclear (Alexander 2022). This can likely be explained by the fact that it is an extremely diverse
generation in an ethnic, religious, political, and psychological sense. In fact, nearly half of Gen Z
are racial or ethnic minorities (Fry, Parker 2018). This data may be incomplete simply due to the
fact that not all of Gen Z has reached voting age. It is important that political parties and
candidates understand what rhetoric will motivate Gen Z to take the time to vote. Gen Z also
cares deeply about convenience (Wood 2013). This makes them unlikely to expend a large
amount of effort in favor of a candidate or issue. This is unfortunate for any politician seeking
Gen Z volunteers but has an upside. Social media posting is convenient for Gen Z, and can reach
a large number of people. Gen Z can be effective politically by leveraging digital reach.

Gen Z consumes media in ways different than previous generations, in part because of the
development and proliferation of social media. For instance, TikTok, an app which features short
videos, has become wildly popular amongst members of Gen Z. Conversely, traditional media
such as television news networks, newspapers, and radio shows have fallen in popularity
amongst young people. Gen Z does not frequently read, watch, or listen to traditional news
media, and this leaves younger people with a lack of convenient, informative and unbiased
political media. Because the traditional news media networks are hesitant to alter their methods
of delivering information, many members of Gen Z are left uninformed on political matters
(Harder 2020).

Gen Z is able to multitask well, but has a very low attention span (Rothman 2016). This
means that boring political advertisements and ones that do not target the issues that engage Gen
Z will be ineffective at engaging them politically. Gen Z’s ability to multitask makes them
effective and efficient at spreading messages, especially through social media, when they care
about a certain candidate or cause. Gen Z’s proficiency in social media and internet
communication makes them effective at spreading information rapidly and reaching a wide range
of people. Campaigns can benefit by hiring Gen Z communications staff to more effectively
reach out to young people.

Understanding Gen Z’s sense of humor and style of communication can also help
campaigns resonate with young people. Gen Z’s humor is more absurdist than that of previous
generations (Partlow, Talarczyk 2021). Knowing what makes Gen Z laugh is important as that is
one way to engage a group with a low attention span. Politicians that make jokes that resonate
with Gen Z may be able to reach them better and earn their vote by means of identifying with
them. One example of a politician effectively engaging with Gen Z through comedy is Joe
Biden’s embrace of the “Dark Brandon” meme. Gen Z is also thoughtful, determined, and
open-minded (Seemiller, Grace 2016). Gen Z’s open-mindedness is important because they do
not have many preconceived notions that might prevent them from supporting a certain candidate
or issue. The largest obstacle to them supporting a given candidate or issue is their relative lack
of political education.

Gen Z is an incredibly diverse generation. There is a gender divide between Gen Z men
and women in terms of political views. Gen Z women tend to be more liberal than men
(McDonald, Rouse, Kromer 2020). Knowing this, candidates could attempt to advertise to young
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men as a conservative candidate or young women as a liberal candidate in order to find voters
more likely to believe in their causes. Alternatively, candidates could attempt to push their
messaging towards the gender that aligns differently from their political views, in order to
attempt to reach out to people who might be easily convinced to vote for a different party or
candidate.

Gen Z, along with every other generation, underwent political socialization through
family members, friends, media, and landmark events. Some landmark events that shaped the
political conscious of Gen Z include the 2008 recession, the wars in the Middle East, mass
shootings, the Covid-19 pandemic and the legalization of gay marriage (Real 2022). These
events have made Gen Z conscious of their safety and supportive of higher government
regulation of weapons. Understanding the events which shaped the consciousness of Gen Z is
incredibly important as these events often shape the values of people, such as how the 9/11
attacks spurred greater support for the Patriot Act and increased military funding amongst older
generations.

Social media has become the main mode of communication for Gen Z. 73% of American
teens use some form of social media, which has risen from 55% in 2006 (Lenhart, Purcell, Smith,
Zickuhr 2010). Social media’s increasing commonality amongst teenagers has led to
advertisement companies utilizing social media advertising in order to appeal to younger groups
as well as in order to target their advertising to people with specific interests. Activist causes on
social media spread quickly amongst young people, with an example being the Black Lives
Matter movement. The Black Lives Matter movement gained wide traction amongst Gen Z due
to the fact that social media was commonly used to promote it, and it was a galvanizing social
issue. While candidate promotion has faltered amongst young people on social media,
issue-based accounts have engaged millions of people and created large following bases for their
causes.

Activist social media accounts have commonly used infographics to inform potential
voters about issues they are passionate about. Infographics are collections of imagery, visualized
data, and text that often inform Gen Z social media users about political and social issues. These
infographics are extremely effective and garner engagement at astounding rates due to their
ability to allow a viewer to effectively process the information presented to them (Siricharoen
2013). Infographics have been found to be three times as effective as regular image posts on
Instagram (Martinez 2021). One reason infographics are incredibly effective at mobilizing Gen Z
is that it grants them more information on a subject. Gen Z is lacking in political literacy and
infographics serve as a method to educate young people on political and social issues (Robin,
Alvin, Hasugian 2022).

Twitter is an extremely important platform to study because it is a platform that many
political figures have utilized to disseminate messaging to supporters, media and critics en
masse. Twitter’s text-based posts seem tailor-made for political messaging. In addition, the
average Twitter user is able to view up to 1000 Twitter posts per day, which can convey a
significant amount of messaging (Pancer, Poole 2016). Twitter became arguably the predominant
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political social media site during the Obama presidency, but it became an object of controversy
during Donald Trump’s presidency (Minot, Arnold, Alshaabi, Danforth, Dodds 2021). Twitter is
also simple to obtain data from, as likes and retweets are easily analyzable.

Another tactic that is likely to engage Gen Z is the strategic use of hashtags (Sipocz,
Freeman, Elton 2020). Hashtags allow social media users to view more posts about certain
topics. Some hashtags also become popular, and become similar to a slogan, benefitting a
candidate or issue. Hashtags can be leveraged effectively in political campaigns. #MeToo and
#BlackLivesMatter both became movements and spread quickly throughout the use of hashtags.

Knowing what sorts of issues the youth care about can help PR firms, political parties and
candidates tailor messaging to increase youth support, which will become more significant as
more of Gen Z reaches voting age. The youth presently deeply care about issues of race, gender,
and class (Gordon 2009). Gen Z’s political activism is largely social media based, and several
issues that saw large Gen Z engagement include Black Lives Matter and human trafficking
(Buzzetto-Hollywood, Hill, Banks 2021). It is possible that they may care more about economic
issues once more of them become financially independent, as has been a trend in the past.
Knowing which issues Gen Z cares about is important because politicians will need to tailor their
messaging accordingly in elections, as Gen Z currently makes up 40% of consumers and soon a
large percentage of the voting base (Martinez 2021).Much research has been compiled about the
psychological traits associated with right and left wing beliefs, and these traits can be targeted in
political advertising in order to get potential voters involved with a candidate (Garcia-Diaz,
Colomo-Palacios, Valencia-Garcia 2021). One method that has been used in order to reach
potential voters is “political micro-targeting” (PMT) (Garcia-Diaz, Colomo-Palacios,
Valencia-Garcia 2021). Political microtargeting allows campaigns to use voter behavior data and
tailor ad campaigns to specific types of voters. PMT can be used to target Gen Z voters with
different motivations for voting as well as patterns of thinking, which vary greatly amongst Gen
Z as it is an extremely diverse generation.

Methodology

This project analyzes the methods of political messaging that effectively engage Gen Z in
an effort to determine what drives Gen Z to the polls. To do so, this paper analyzes voting data as
well as information from various opinion polls regarding Gen Z’s voting, thinking and learning
tactics. Both information found in studies and quantitative polling data has been collected and
analyzed in order to paint a comprehensive portrait of the specific methods of messaging that
effectively engage Gen Z in support of a candidate or cause. In addition to analyzing rhetorical
choices, the effectiveness of modes of communication such as infographics were analyzed as
they pertain to mobilizing young voters.

This project analyzes polling regarding national candidates. There are several reasons
why we should focus on national candidates. First, there is more data on national candidates.
Second, focusing on national candidates allows us to create a more holistic perception of Gen
Z’s political preferences. Studying state level candidates would not factor for regional differences
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in youth perspective and culture. Data has been collected from reputable polls such as those
performed by Pew Research, and no polls with obvious bias have been used. Obvious bias
includes polls from partisan organizations or polls that utilize language that is preferential
towards one option. No polls conducted unprofessionally (i.e. through Twitter) have been
consulted, either. Polls that differentiate based on age groups have been used, as Gen Z may not
think the same about a candidate or issue as other age groups. This project analyzes candidate
support amongst Gen Z in both primary and general elections.

Politically or rhetorically significant communications are defined as those which reached
voters either negatively or positively beyond the realm of basic political campaigning. A positive
reach is defined as one that leads a potential voter or supporter to have a more positive view of a
candidate or cause, more likely to vote for a candidate or more likely to donate or volunteer for a
certain candidate or cause. These communications may include slogans, such as “make America
great again” and “build back better,” which are tailored in order to communicate specific
messages and themes to voters. Important indicators of a candidate’s performance with Gen Z
are polling and voting data, and this paper analyzes which national candidates perform well with
Gen Z and why. A limitation of polling data is that often people may not be interested in
answering polls and may skew data. Additionally, distrust in media may skew polling. However,
polling data is the best method to discover the sentiments of a group because it allows mass data
collection and the factoring for different age groups as well as other demographics that might be
important such as race and gender.

When creating this paper, I also considered using Google search and Twitter data. Several
related research papers used this form of data effectively (Stefanov, Darwish, Atanasov, Nakov
2020). However, I decided not to for several reasons, including the fact that that data cannot be
separated by age of author/searcher. Differences between generations is the largest factor in this
research and that data would not be helpful for discovering which tactics influence Gen Z but
rather people in general. Because of the lack of specificity of these data collection methods, I
decided to not use them and rather use polling data.

This paper also considers the factors that cause Gen Z to think the way that they do,
including the important events and milestones that have politically socialized young people in
recent years. Political socialization depends on many factors, including friends, family and
socioeconomic class. Events that have politically socialized Gen Z include the 2008 recession,
the wars in the Middle East, mass shootings, and the legalization of gay marriage.

Findings

The research conducted points to several hypotheses regarding how Gen Z thinks and
regards the political landscape surrounding them. We have proved these hypotheses using polling
and voting data.

I hypothesized that Gen Z cares about the political issues that directly affect them and
their generation and will be motivated to vote for candidates because of these issues. Issues that
directly impact Gen Z include student debt relief and school safety. Both of these issues will
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directly affect Gen Z financially and personally, and are issues that I hypothesize will motivate
Gen Z to support a candidate. I found studies that rank which issues Gen Z cares about the most,
and will use that to prove my hypothesis. In addition, I found studies regarding how much of
Gen Z was concerned by inflation and rising gas prices. Gas prices are especially impactful to
younger generations with lower incomes and less money in savings, and if Gen Z is deeply
politically motivated by rising gas prices, then they are voting in favor of their economic
well-being.

I also hypothesized that Gen Z is motivated by social justice. In order to evaluate my
hypothesis, I found studies which evaluate how much Gen Z values and supports various social
movements. A social movement is defined by the Encyclopaedia Britannica as “a loosely
organized but sustained campaign in support of a social goal, typically either the implementation
or the prevention of a change in society’s structure or values”. Some recent and relevant causes |
would define as social movements under that definition include Black Lives Matter, #MeToo,
Schools Strike for Climate, and the school walkouts against gun violence. These causes often
received mass media attention, with social media serving as a means for increasing awareness of
perceived issues. These causes also attempted to change society’s structure or values through the
implementation of either political or social pressure. If Gen Z largely supports these causes, then
Gen Z is motivated by social justice.

I found several studies that prove that Gen Z highly supports the causes that fit the
definition of social movements. According to a poll by Morning Consult, 53% of Gen Z has a
positive view of social justice, which is 9% more than Millennials, 14% more than Gen X, and
13% more than Boomers (Laughlin, 2020). It is important, however, to understand Gen Z’s
support of individual social movements. Black Lives Matter is an influential social movement
that seeks to end police brutality and perceived unequal treatment of black individuals by police.
81% of Gen Z is supportive of Black Lives Matter protests. Gen Z supports these protests more
than Millennials, at 70%, Gen X, at 62%, and Boomers, at 56% . In addition, 39% of Gen Z
participated in a Black Lives Matter-related social media trend, #BlackOutTuesday (Hurst,
2022).

#MeToo is another influential social movement with the goal of ending sexual abuse and
harassment by means of increasing awareness and applying social pressure. According to a study
by the Pew Research Center, 64% of 18-29 year olds who had heard of Me Too were supportive
of it (Savage 2023). The issue of climate change is another issue that has spurred various social
movements, especially through the medium of social media. Polling by Pew Research finds that
56% of Gen Z has seen content addressing climate change in the past several weeks, and 45%
say that they engage with climate change content on social media (Thigpen, Tyson 2021). Gen
Z’s overwhelming support for social movements shows that Gen Z is motivated by social issues.

The polling referenced above shows that Gen Z is supportive of various social
movements, both organized and unorganized, and often interacts with these movements through
the medium of social media. This data proves the hypothesis that Gen Z is motivated by social
justice. Candidates, political parties and consulting firms can leverage this information in order
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to increase Gen Z support for candidates. Politicians with large amounts of Gen Z support have
referenced and lent support to social movements, and benefit by doing so. One such politician is
Bernie Sanders, a Senator from Vermont. During the 2015 Democratic primary debate, Bernie
Sanders lent support to the Black Lives Matter movement. Sanders’ youth support is large, and
he earned 57% of votes from voters 18-44 in the Michigan Democratic Primary in 2020. While
Gen Z largely supports social movements and supports politicians who interact with them, few
politicians have tapped this valuable method of garnering Gen Z support. Politicians can gain
Gen Z support by interacting with social movements by attending protests, reposting
movement-related content on social media or simply making statements in support of causes.

I hypothesized that Gen Z can be effectively reached through the medium of
infographics. In order to evaluate my hypothesis, I found data from companies that have used
infographics for marketing purposes and saw if they found infographics as helpful and effective
at driving sales. I also sought data on how the use of infographics impacts web traffic and
engagement with posts and advertisements.

I found data to evaluate my hypothesis through Infographic World, a communications
company who surveyed 1,100 consumers and 100 businesses on their use and familiarity with
infographics. They found that 84% of companies who had used infographics before found them
effective (Woodward 2023). Infographics were the most effective medium for learning and
retaining information, with 61% effectiveness. For comparison, commercials were 55%
effective, PowerPoints 48% and blog posts 36%. In addition, the researchers found that
infographics made 57% of individuals surveyed think deeply about a subject. Part of the
reasons infographics are so effective is likely the use of eye-catching visuals as well as the
combination of image and text. Overall, infographics are an effective method of communication,
and especially effective at spurring deep contemplation about a subject.

Infographics are commonly used on social media, which has a young user base. If
candidates and political organizations infographics effectively by, those groups can gain youth
support and engagement while effectively politically informing young people. While social
movements such as Black Lives Matter have effectively leveraged infographics to expand their
reach and gain new supporters, politicians have lagged behind and not harnessed the potential of
infographics. This paper should serve as motivation for politicians and political parties to find
new and innovative strategies to engage and reach Gen Z voters, one of those strategies being the
use of infographics in communications, especially through the medium of social media.

According to polling by SocialSphere, 50% of Gen Z voters surveyed were influenced by
the issue of school safety and security (Volpe, 2023). Millennials, Gen X and Boomers all were
influenced within 5% of that figure. Though Gen Z was not substantially influenced by school
safety and security more than non-college age adults, the fact that half of Gen Z voters were
influenced by that issue shows that Gen Z is often motivated by issues that affect their generation
specifically.

With regards to economic issues, CIRCLE at Tufts released a poll showing that 39% of
Gen Z listed inflation and gas prices as one of their top three political priorities (Booth and
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Suzuki, 2023). Respondents chose this response the most, with abortion in second place with
30% and jobs that pay a living wage in third with 26%. When it comes to student debt relief, an
issue that deeply affects Gen Z as a highly college-educated generation, Gen Z politically
supports its own economic interest. According to a USAToday/Ipsos poll, Gen Z is the least
likely generation to support the Supreme Court’s overturning of the student loan forgiveness
proposal (Newell et al., 2023).

In several ways, Gen Z has been shown to prioritize its economic and personal interest
politically. Gen Z is motivated to pursue political action such as voting, protesting, or donating to
candidates or causes by the issues they prioritize. Candidates can utilize this information and
create political messaging that speaks to Gen Z on the issues that directly affect them, including
student loans, school safety and inflation. The effect on Gen Z support created by this messaging
can be maximized by posting it on Gen Z-dominated media such as Instagram. One example of a
politician leveraging Gen Z issues to gain support is when Joe Biden posted a message in support
of student debt relief on June 30th on Instagram. The post received 78,000 likes and performed
better than most of Biden’s other Instagram posts. This post could have perhaps been even more
effective if it were made in infographic format. Gen Z can be politically motivated to vote,
donate or support candidates through the use of messaging on issues that specifically affect Gen
Z, and Gen Z can be reached effectively through the platforms they commonly use.

I originally hypothesized that Gen Z would be critical of party affiliation. I made this
hypothesis because I felt as though recent protests such as those at the 2016 Democratic National
Convention showed that young people were critical of party structure and thus party affiliation.
Bernie Sanders supporters protested the nomination of Hillary Clinton at the DNC in 2016, and
many of Bernie’s supporters were young progressives. I also thought that young people’s low
approval of the electoral college system would translate to disagreement with the two party
system and other elements of the American electoral system. However, my research seems to
negate my hypothesis and I believe I have disproved it.

Polling by Gallup on party identification among different age groups found that 31% of
Gen Z identifies as a Democrat, 17% of Gen Z identifies as a Republican and 52% of Gen Z
identifies as an Independent (Jones 2023). While the amount of Gen Z who identifies as
Independent may seem large, the same percentage of Millennials identify as Independent. 44% of
Gen X identifies as Independent, which is not significantly different from the amount of
Millenials and Gen Z who identify as Independent.

While I did not find evidence that supported my hypothesis, I am still searching for
reasons that Gen Z and Millennials may identify as Independent more frequently than Gen X and
Boomers. Some of the reasons behind this generational difference may lie in political literacy, as
Gen Z is under-informed on political matters (Robin et al., 2022). Despite Gen Z perhaps not
shunning party labels significantly more than other generations, the level of independent voters is
still high. Identifying strongly with a political party may not benefit candidates’ Gen Z support as
much as it may benefit support among older generations with stronger party identification.
Seeing as the trend of democratization continues, party labels may see a trend of decrease. There
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is still much future research that needs to be conducted as to the party identification of Gen Z and
their feelings on party structure and the system of the electoral college.

Political parties can earn Gen Z support by supporting young candidates who are in touch
with youth culture. Alexandra Ocasio-Cortez (commonly referred to as AOC), a 33 year-old
Congresswoman from New York, gained 435,000 viewers streaming the hit videogame “Among
Us”. While some may regard streaming video games as not a proper form of political outreach,
New York Times columnist Charlie Wazel argues that AOC “represents the future of how
politicians will build support and then use that support to accomplish their political and policy
goals”.

Conclusion

The question of this research paper was how Gen Z could be motivated to engage in
politics by politicians, movements and political parties. We posed this question due to its
timeliness and importance in a new digital era in which information is transferred through
different mediums and at a faster pace. With the introduction of social media, Gen Z is learning
and becoming politically socialized by different sources and it is important that politicians reach
Gen Z through social media in order to ensure that young people feel represented in electoral
politics.

I answered this question using polling data on Gen Z as well as statistical data concerning
efficacy of mediums such as infographics. In addition, I used polling data of candidates who
appealed to Gen Z effectively, as well as news concerning candidate communications.

My proven hypotheses are that Gen Z is motivated by social issues and can be engaged
through social movements, that Gen Z voters can be motivated by candidates who prioritize
young people’s wellbeing, both physical and economic, and that Gen Z can be informed and
motivated through the use of fast-spreading infographics. My initial hypothesis that Gen Z is
critical of party affiliation was unfounded, and is not a proven conclusion.

These conclusions contribute knowledge about Gen Z which will become increasingly
important as the Gen Z voting population increases. These conclusions tell how politicians can
effectively shift their campaigns so that they can succeed in the digital era. Additionally, the
findings of this paper can shed light on how the proliferation of social media and the internet
have affected politics, and how they will affect politics in the future.

There are several next steps researchers might take in order to determine how to
effectively reach Gen Z. These steps include polling Gen Z on the specific candidates they like
and dislike, and attempting to find the reasoning behind the choices they make. Researchers
could also utilize social media tools to uncover which posts on social media are effective at
garnering engagement from young people, and discovering if that engagement is mostly positive
or negative. With Gen Z becoming an increasingly large voting bloc, there is much research to be
done as to how politicians can reach young people. We count on the next generation to build a
better future, but they cannot do that if they are not heard.
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Pathophysiology of Arthrofibrosis of the Knee after Ligamentous Injury and Repair:
Synthesizing Past and Current Knowledge for Personalized Prevention By Grace Flury

Abstract

Arthrofibrosis of the knee is one of the most common complications following
ligamentous injury, affecting substantial amounts of patients following trauma and surgical
procedures. Known symptoms of arthrofibrosis include limited range of motion, severe pain,
joint stiffness, and joint effusion.' Patients who develop arthrofibrosis often have a longer
recovery time and an impaired healing process compared to non arthrofibrosis patients post
ligamentous injury, due to long-lasting effects and stressors such as pain and instability. Such
stressors can cause mechanical and psychological impairments that commonly prevent patients
from doing normal day-to-day activities. In severe cases, arthrofibrosis can lead to
unemployment due to the inability of patients to perform basic activities.' Additionally, very few
non-invasive treatment methods exist. A customary method of treatment for arthrofibrosis is
arthroscopy to remove the deep tissue. Having to undergo a second surgery not only causes
patients to be out of work for longer than planned, but also leads to higher hospital fees and bills.
Reviewing the current state of literature, I identified diverse risk factors associated with
arthrofibrosis, including age, sex, prior knee surgery, mass index, mechanism of injury,
anatomical variations, autoimmune diseases, hormonal disorders, and more. Although these risk
factors showed up in a wide range of the literature, there is a poor understanding of how these
diverse risk factors affect the mechanism of deep tissue scarring. Additionally, many successful
methods are being developed for treating arthrofibrosis in its late stages, such as surgical
intervention and physio-therapeutic techniques. Still, no methods exist to evaluate the
individualized prospective risk of patients. My paper is a narrative review of the literature,
treatment strategies, and future directions, in which I included the epidemiology of arthrofibrosis,
how multifaceted risk factors contribute to scarring, and a proposed protocol for a personalized
risk score. While discussing scar-prevention strategy methods for arthrofibrosis, individualizing
patient care must be considered in the treatment. The conclusions highlight the need for a
multimodal approach, including a novel point-of-care system for high-risk individuals and a scar
prevention strategy.

1. INTRODUCTION
Arthrofibrosis is abnormal formation of scar tissue in response to inflammation after an

injury or surgery. It can occur in most joints, but is most common in the knee. There is currently
no available cure for arthrofibrosis, so treatments (surgical, pharmacologic, etc.) focus on treating
symptoms.” There are an estimated 85,000 patients who develop postoperative knee
arthrofibrosis in the United States per year.’ The rate of reported incidence of arthrofibrosis
following ACL reconstruction ranges from 4% to 38%.* The types of surgeries and the
percentage of patients that have continued severe motion loss beyond 1 year after that surgery (in
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parentheses) include anterior cruciate ligament (ACL) reconstruction (2-35%), multiple ligament
reconstruction (13-22.4%), total knee arthroplasty (1.3—12%), tibial plateau fracture repair
(14.5%), and femur fracture repair (29.5%).* Mild, moderate, and severe arthrofibrosis were
classified as having a flexion range of 90°-100°, 70°-89°, and less than 70°, respectively, and/or
a loss of extension of 5°~10°, 11°~20° and more than 20°, respectively.” Arthrofibrosis is also
characterized by an excessive production of scar tissue. This deep scar tissue builds up,
restricting joint motion and causing loss of flexion and extension within the joint.” The tissue is
mostly made up of collagen and is known as extracellular matrix (ECM). As ECM builds up,
adhesions form, contracting tendons and bursa around the joint, leading to severe pain and loss of
motion.” In summary, people with arthrofibrosis experience a wide range of symptoms including
significant loss of joint range of motion, instability, pain, and discomfort are all known issues that
affect people with arthrofibrosis.

2. SYMPTOMATOLOGY OF ARTHROFIBROSIS

Arthrofibrosis is often diagnosed based on clinical assessment and histopathological
analysis. The diagnosis can be further confirmed by magnetic resonance imaging (MRI), which
allows physicians to assess the soft tissue within the periarticular region with high resolution.®’
Categorized by a significant loss of knee extension and/or flexion, a physical examination can
expose the debilitating effects and loss of range of motion associated with arthrofibrosis. When
evaluating the range of motion of prospective patients, quantitative thresholds of flexion and/or
extension loss are taken into consideration. This commonly includes a flexion contracture of >15
degrees and/or <75 degrees of flexion, >10 degrees of extension deficit and/or <95 degrees of
flexion, or a total knee arc range of motion <70 degrees.” The severity of arthrofibrosis was
classified by flexion range, with a range of 90°-100° classified as mild, 70°-89° as moderate, and
less than 70° as severe. Similarly, a loss of range of extension by 5°—10° is considered mild,
11°-20° is moderate, and more than 20° is severe.’ Additional symptoms along with loss of
range of motion include anterior knee pain, flexed-knee gait, quadriceps weakness, and
patellofemoral painful crepitation.® Arthrofibrosis of the knee is particularly difficult because
symptoms often become intensified with movement such as walking and standing, making the
condition even more debilitating than the original injury.’

2.1. Range of Motion/ Functional Limitations

Along with an increased cell proliferation in the knee, there is also increased synthesis
and deposition of matrix proteins (collagen I, III, and VI) which accumulate, forming bundles
and greatly affecting the range of motion of patients.® Fibrous nodules of granulation tissue,
which are known as localized anterior arthrofibrosis or cyclops lesions, are extremely common
post ACL surgery.” Occurring intra articularly, periarticularly, or both, bundles of tissue/ECM
(Extracellular matrix) commonly form in various localized areas.® Localized ECM can form in
many places such as the suprapatellar pouch, anterior interval, intercondylar notch, medial and
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lateral gutters, and posterior capsule and infrapatellar fat pad (IFP or Hoffa’s fat pad). Symptoms
vary depending on the location and extent of the ECM and adhesions.’ In the suprapatellar
pouch, typically, the adhesions pull the walls of the pouch together, while the ECM contracts in
the space, preventing normal movement and limiting range of motion.” Similarly, in the posterior
capsule, scar tissue often contracts the folds of the capsule, tightening them and preventing full
extension of the leg, which causes abnormal gait.’

Frequently, excessive ECM around the Infrapatellar Pouch (IFP) and/or shortening of the
patellar tendon can cause patella infera.” This may cause marked patellofemoral pain and even
osteoarthritis in later stages.” Cyclops lesions are a common form of localized anterior
arthrofibrosis occurring in the infrapatellar fat pad.’ The incidence rate of Cyclops Lesions
ranges from 25% to 47% and most commonly occurs in patients who have undergone ACL
reconstruction.” Symptoms of Cyclops Lesions include pain, painful cracking, grinding with
attempted extension, locking of the knee, joint line pain, and stiffness.

2.2, Pain

Often overlooked as a cause of arthrofibrosis, pain plays a crucial role post ligamentous
injuries in the buildup of scar tissue. 3-10% of Total Knee Replacement (TKR) patients develop
arthrofibrosis and report pain with activities from < 30% for light manual work to 78% for
jumping and pivoting.'® The cause of pain in arthrofibrosis is often attributed to femoropatellar
joint impairment from increased peripatellar scar tissues, which leads to joint overload and
structural changes, such as cartilage destruction.' Pain in arthrofibrosis can also be attributed to
reflex sympathetic dystrophy, which is a spontaneous regional pain that happens in 15.2% of
patients.'” In addition, 79% of patients who have arthrofibrosis later develop osteoarthritis,
creating more pain and long term obstacles.'” For this reason, it is important to treat patients’
pain levels at early stages with appropriate dosing so that the proper physical therapy goals are
met in the least painful way possible. Trying to recover post ligamentous surgery without proper
pain control can not only cause patients to not reach their physical goals during recovery such as
gaining full range of motion, but it can also create a much longer and slower recovery. Not only
is poorly managed pain after a ligamentous injury repair a cause of arthrofibrosis, but pain as a
result of developing arthrofibrosis can worsen symptoms and conditions. The formation of
painful adhesions (abnormal tissue connections) within the knee joint can create difficulties in
recovery.'’ In conclusion, strict pain management should be implemented in patients’ recovery in
order to fully allow patients to recover without discomfort or longer recovery time.

3. PATHOPHYSIOLOGY
The etiology of arthrofibrosis is complex and poorly misunderstood. arthrofibrosis most
commonly occurs postoperatively, due to a stressor such as a ligamentous injury, but may also
occur post-injury and prior to surgery.” Additionally, in rare cases, arthrofibrosis can occur
idiopathically."" Approximately 85,000 cases of arthrofibrosis occur following knee surgery in
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the United States per annum.® Other factors include poor surgical technique, non-compliance of
patients in rehabilitation, and poor management of inflammation.’

Although the cause of arthrofibrosis is poorly understood, there are various risk factors
associated with arthrofibrosis that contribute to the understanding and etiology.

Some of these risks are considered modifiable, while others are non-modifiable.
Non-modifiable risk factors include sex, the severity of trauma, systemic disease, pre-existing
stiffness/inflammation, muscle imbalances, inflammatory disorders including but not limited to:
crohn's disease, endometriosis, asthma, diabetes, inflammatory bowel disease, and other
disorders such as osteomalacia, sex chromosome disorders, Turners, severe eczema, celiac
disease, nutritional deficits, rickets, varus/valgus deformities, and bone/connective tissue
disorders, endocrine disorders, and genetic predisposition are all considered risk factors of
arthrofibrosis.>"

Modifiable risks include: poor post-operative rehabilitation, surgical technique, pain
management, BMI, prolonged immobilization, smoking, and tourniquet time, injury pattern,
cartilage injury classified as Outerbridge grade >2, meniscus injury, time from injury to surgery,
staged surgery, and preoperative range of motion (ROM).'*"* A history of previous surgery has
been identified as a possible risk factor of arthrofibrosis, as the rate has seen to double or triple in
patients who have undergone previous surgeries for multiple ligamentous injuries.” Other surgical
factors include timing of surgery, preoperative range of motion, malposition of graft, excessive
graft tension, associated extra-articular procedure and meniscal repair. Post-operative factors can
greatly contribute to the formation of arthrofibrosis such as prolonged immobilization, poor
rehabilitation, complicated reflex sympathetic dystrophy, infections and synovitis.* Adverse
childhood experiences such as neglect or abuse are associated with disease and disability later in
life, causing higher Th17 cell numbers, an elevated IL-6 response to stress, and autoimmune and
inflammatory diseases.’ Additionally, the possibility of early onset osteoarthritis has been
predicted to have a positive association with the development of arthrofibrosis. In a study
conducted by Remst et al. over half of patients with OA were found to have fibrosis of the
synovium.’ It is important to note that there are currently no established methods to determine
the risk of developing arthrofibrosis following surgery.” As such, understanding and
acknowledgment of these multifaceted risks is crucial in order to take the next steps in
arthrofibrosis treatment.

Gender, a factor that is often overlooked by many studies, plays a major role in the rates
of arthrofibrosis. Females are far more likely to develop arthrofibrosis than men post ligamentous
injury. According to a study by Malays Orthop, females who underwent ACL reconstruction
faced a higher risk of developing arthrofibrosis at 16% higher than male patients at 4%.* It has
been reported that females are 2.5-2.8 times more likely to develop arthrofibrosis after ACL
reconstruction.” Additionally, female patients have been identified to report worse outcome
scores than men on the self-reported knee function.'* Both psychological and anatomical
differences support the fact that women have a higher propensity to develop arthrofibrosis.

155


https://paperpile.com/c/ab1r7o/eBlK
https://paperpile.com/c/ab1r7o/ugbN
https://paperpile.com/c/ab1r7o/ugbN
https://paperpile.com/c/ab1r7o/KGNG
https://paperpile.com/c/ab1r7o/KGNG
https://paperpile.com/c/ab1r7o/x7UQ
https://paperpile.com/c/ab1r7o/g66WT
https://paperpile.com/c/ab1r7o/VPa80
https://paperpile.com/c/ab1r7o/ugbN
https://paperpile.com/c/ab1r7o/ugbN
https://paperpile.com/c/ab1r7o/ugbN
https://paperpile.com/c/ab1r7o/VPa80
https://paperpile.com/c/ab1r7o/ugbN
https://paperpile.com/c/ab1r7o/KKsJD

Asaeda et al. suggested that gender differences in knee kinematics during functional activities,
such as a naturally-higher knee adduction movement seen in females as well as an increased
tibial rotation, may indicate a delay in the recovery of knee kinematics in ACL reconstructed
females, suggesting an increased risk of developing arthrofibrosis. Usher et al.’s 2019 review
suggested several psychological etiologies for higher rates in females include a female
propensity to be less active postoperatively, not performing rehabilitation as well as men, seeking
more medical interventions, and having “different” pain tolerance than men.’ Although this
information is relatively new and not supported by all, gender differences in immunological
responses are well established.” 80% of autoimmune diseases occur in females, creating a much
higher risk of developing arthrofibrosis.” Additionally, females on average have a stronger
immune response than men do, leading to increased rates of inflammatory diseases, another risk
factor of arthrofibrosis.’

RISK FACTORS

MODIFIABLE NON-MODIFIABLE
* Surgical technique * Sex
 Tourniquete time » Connective tissue
* Pain management disorders
* Poor post-operative rehab | « Inflammatory disorders
* Meniscus Injury » Systemic disease
* Pre-operative ROM * Muscle imbalances

* Severity of trauma

Figure 1: Modifiable and Non-Modifiable Risk Factors
The figure depicts modifiable and non-modifiable risk factors for arthrofibrosis.

4. INFLAMMATION AND MICROSCOPIC MECHANISM OF SCARRING
4.1. Pathology
The pathology of arthrofibrosis is often misunderstood. It is best characterized as the
dysregulation of physiological wound healing responses and the increased production of
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myofibroblast production and reduced apoptosis rate, causing a high concentration of
myofibroblasts in the synovial fluid.> Typically, in wound healing, a stressor initiates the
coagulation cascade and the immune system is activated to repair the damage by a complex
process, beginning with the formation of a provisional fibrin clot via the enzyme thrombin. "
Next, cytokines are released such as transforming growth factor B1 (TGF-B1) or fibroblast
growth factor (FGF) through platelets, macrophages, neutrophils and helper T cells. This
promotes tissue remodeling via ECM protein synthesis and fibroblast migration."" Although
ECM deposition and tissue remodeling are inevitable during wound healing, they are prone to
dysregulation.® This dysregulation is often due to abnormal cytokine levels and ultimately defines
pathologic fibrosis.!' The presence of TGF-B1 found in arthrofibrosis proves that arthrofibrosis
is caused by an inflammatory response. This inflammatory response is induced from the presence
of IL-10 and IL-1B."°

Not only is there a lack of understanding of the pathology of arthrofibrosis, but the
inflammatory phase of wound healing and tissue formation is largely misunderstood. The
inflammatory response can be separated into two phases: type 1 and type 2. Type 1 inflammatory
phase is characterized by an influx of neutrophils and monocytes, as well as coronial
proinflammatory cytokines such as TNF and IL-1, and lasts up to 3—4 days." Type 1 initiates the
formation of tissue to “clean up” the wound site and begin the subsequent layers of tissue that
form as part of the healing process."” The tissue can be categorized as fibrovascular granulation
tissue and ECM and is a result of concomitant activation of mesenchymal cells and fibroblasts,
myofibroblast induction, and angiogenesis."” This formation occurs 3-10 days post injury and is
followed by a type 2 immune response mediated by macrophages and T-cell subsets: These cells
release anti-inflammatory molecules such as IL-10 and angiogenic molecules such as vascular
endothelial growth factor and placental growth factor. They also release growth factors like
insulin-like growth factor 1 platelet-derived growth factor, Wnt family member 3A, fibroblast
growth factor, and activators of myofibroblasts and ECM production such as TGF-p.'®
Arthrofibrosis, on the other hand, is categorized as an excessive type 2 response, with increased
levels of IL-4, IL-13, or TGF-B expression.'

Furthermore, there is a clear association between inflammatory cytokines and collagen
production. Many studies have also shown that certain chemokines, cytokines and proteins, can
be potent mediators in the pathology of fibrosis.'? Transforming Growth Factor Beta or (TGF-p)
is a necessary cytokine that exists in most cells to regulate immunity and wound healing."
TGF-f is a major contributor to fibrosis due to its role in sustaining myofibroblast activation,
increased production of disorganized ECM, and the inhibition of myofibroblast apoptosis and
collagen degradation.'>!” Also, “TGF-B1 has been known to increase expression of a-smooth
muscle actin which causes the activation of fibroblasts as well as other fibrotic associated
proteins, e.g. collagen I/I11, fibronectin.””'® Tumor necrosis factor-alpha (TNF-a,), platelet-derived
growth factor (PDGF), and interleukin IL-1, IL-6, and IL.-17, all other proinflammatory
cytokines, are believed to be crucial mediators of arthrofibrosis. Additionally, high levels of
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TGFBRI1 (TGF Beta Type I Receptor) have been found to be associated with arthrofibrosis.
According to a study done on rabbits, the level of TGFBR1 was significantly elevated in the
rabbit synovial tissue after 4-weeks of fixation (p<0.05), displayed a positive correlation with
loss of range of motion, and high hydroxyproline contents in the animal model." Increased levels
of TGFB1, TGFp receptors, and enhanced TGFf signaling have been reported in many studies,
supporting the role that cytokine are present in the myofibroblast activation and in the
pathogenesis of the fibrosis observed."’

S. LIVELIHOODS AND JOBS

Arthrofibrosis can last for up to 2-3 years, often restricting patients from their normal
day-to-day activities and causing pain with movements such as flexion and extension. There are
over 85,000 per year major knee surgery patients affected by arthrofibrosis in the US can be
conservatively estimated to be."” Pain, delayed recovery, and motion limitations are all symptoms
of arthrofibrosis post-ligamentous surgery that can significantly affect the livelihoods of patients
and not only prevent them from work, but also create financial stress.’ Even a small loss of knee
extension, such as 5°, can debilitate a patient from walking normally and loss of flexion can
create issues with climbing stairs, sleeping, driving, and getting in and out of chairs.” The
inability to do these simple everyday tasks can significantly affect patients’ careers, resulting in
job loss in severe cases.

Additionally, for patients undergoing Total Knee Arthroplasty (TKA), arthrofibrosis is
estimated to be responsible for 28% of 90-day hospital admissions and 10% of revision surgeries
within the first 5 years, placing a significant burden on societal costs.® Revision arthroplasties
have been seen to cost more than a primary TKA (1.6 times less cost-effective for the same
increase in Western Ontario and McMaster Universities Arthritis Index score, and an increased
hospitalization cost of $7,000 over a primary.’ Patients who receive a revision surgery are two
times more likely to require readmission due to higher rates of complications such as infection,
leading to the possibility of worse outcomes due to continuous stiffness after the procedure.’
Rehabilitation costs are approximately $1,500 per knee arthroplasty, adding to the full cost of
recovery.’ This shows the high costs of revision surgeries, one of the most common forms of
treatment for arthrofibrosis, and the possibility of complications, which can be a burden to
patients.

The rates of both primary and revision TKA are expected to continue to increase
exponentially during the next several decades.” Additionally, public health insurance has been
associated with higher rates of hospital readmissions.?” Although treatment is not always
successful, one study found that all patients with arthrofibrosis underwent manipulation under
anesthesia within 3 months of the original procedure, but that half of patients required a revision
procedure for continued stiffness.?® This shows that in addition to hospital readmissions, patients
with arthrofibrosis are at risk for a continued high cost of treatment.”® One study that tested the
effectiveness of mechanical therapy devices on knees attributed medical costs and risk of surgery
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among patients with arthrofibrosis found that in patients with no device in the 6-month
post-index period, medical costs related to their knee were $9,345+ 14,120.%°

Another factor that should be noted is the lack of workers' compensation given to patients
with arthrofibrosis. We found that very few patients who develop arthrofibrosis and undergo knee
surgery receive worker’s compensation. According to a study done to test the efficiency of a
high-intensity home mechanical stretch therapy device in patients who have arthrofibrosis, only
12 out of 966 patients received HIS device on workers’ compensation.’ This is key to note
because most patients were not compensated for their recovery time off of work. This lack of
compensation could mean patients will feel rushed to return to work and can create a much
longer recovery with the possibility of more issues, such as an increased risk of capsular
contracture via aberrant ECM deposition, which can manifest secondary to periarticular trauma,
surgical insult, postinfectious arthritis, or hemarthrosis."

Additionally, the effects of arthrofibrosis can create psychological issues for patients,
such as major depressive disorder. Many studies point to the fact that “depressed patients have
been found to have higher levels of proinflammatory cytokines, acute phase proteins, chemokines
and cellular adhesion molecules.”*' Additionally, therapeutic administration of the cytokine
interferon-a leads to depression in up to 50% of patients. “A variety of studies have reported
increased levels of inflammatory cytokines and their soluble receptors in peripheral blood and
cerebrospinal fluid (CSF) of patients with major depression.”* Furthermore, it is known that the
elevation of inflammatory cytokines can be reflected in the brain itself such as including IL-1a,
IL-2, IL-3, IL-5, IL-8, IL-9, IL-10, IL-12A, IL-13, IL-15, IL-18, interferon-gamma (IFN-y), and
lymphotoxin-alpha (Shelton et al., 2011).>> Not only that, but proinflammatory cytokines have
been found to interact with neurotransmitter metabolism, neuroendocrine function, synaptic
plasticity, and behavior, which are all related to depression.?!

Stress can also play a major role in the mental health of patients with arthrofibrosis.
Typically, precipitating depression, stress can promote inflammatory responses through
sympathetic and parasympathetic nervous system pathways. Although, it is important to note
though that both phenotypes, depression and increased immune activation, are heritable.?
Confirmed by twin studies, there was a significant correlation between IL-6 and depression
indicators, confirming that 66% of the covariance could be explained by shared genetic factors.?
Due to the positive relationship between inflammation and depression, it is important to take into
account the mental health of patients with arthrofibrosis and manage inflammation at early
stages. Depression can also inhibit patients from recovery. Studies have noted that patient
motivation and state of mind play a crucial role in patients’ participation in physical therapy after
ligamentous surgeries. “In a study by Fisher and colleagues, patients who were depressed or had
a low pain tolerance were less likely to properly perform rehabilitation activities, resulting in
delayed recovery and an increased likelihood of developing arthrofibrosis.”®

6. TREATMENT METHODS
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One of the leading causes of failure and hospital readmission is arthrofibrosis.” In the
USA alone, nearly 3 million individuals undergo procedures that address arthrofibrosis yearly."
Presently there is no cure for arthrofibrosis, although some discoveries have been made to
ameliorate the debilitating effects.'" Treatment for arthrofibrosis includes non-invasive and
invasive methods, ranging from non-operative strategies such as physical therapy and
manipulation under anesthesia (MUA), to surgical treatment such as lysis of adhesions (LOA) or
revision arthroplasty.*** Rates of arthrofibrosis requiring manipulation under anesthesia (MUA)
or arthroscopy within 6 months of the initial surgery were up to 8%.° Many investigations
utilizing rabbit models of surgically induced knee joint contractures have identified that
myofibroblast proliferation is significantly elevated at two weeks post-surgery and not at later
points.'? For this reason, prevention interventions should be implemented at early stages of
recovery.

6.1. Non-Invasive Treatment Methods
6.1.1 Manipulation Under Anesthesia:

Manipulation Under Anesthesia (MUA) has been proven to be an effective treatment
method to improve ROM in patients who suffer from stiffness from arthrofibrosis post ligament
reconstruction.'? It is performed by applying progressive flexion to the joint to break up the scar
tissue, and is often performed concurrently with arthroscopy.'? In the United States, 7.3% of
patients who undergo a total knee arthroplasty require a MUA, and 11.3% of patients who
undergo a knee arthroscopy require a MUA.> MUA can be done on its own or following the lysis
of adhesions, which has been seen to maximize the range of motion.” Arthroscopic lysis of
adhesions before MUA permits focal areas of scarring to be addressed while limiting the
potential for complications of MUA..'? The decision to have an MUA depends on patient progress
and degree of joint stiffness."

The risk of MUA increases if joint stiffness persists beyond 6 weeks in non-arthroplasty
patients.’ The literature has shown that the MUA can be less effective the longer one waits to
have one. The amount of ROM regained can be inversely proportional to the time between
diagnosis and MUA. MUA’s positive utility has been seen to diminish when performed more than
3 months after TKA.* It is not recommended to have a MUA after 12 weeks from the initial
surgery, as there is a high risk of rupturing the patellar tendon or fracturing the patella due to the
increased tensile strength of the adhesions.'"” Before deciding to have an MUA, all risk factors
should be evaluated, such as sex, age, BMI, smoking, and autoimmune diseases. The outcomes
following MUA are variable, and 4-26% of individuals experience poor outcomes and continued
knee stiffness.” One study reported that MUA was only 74% successful in reaching 90° of knee
flexion.” However, there is a risk that comes with a MUA since it can provoke an inflammatory
response that may aggravate rather than alleviate fibrogenesis.> Other risks of MUA are rare and
include heterotrophic ossification, tibial plateau fracture, damage to a prosthesis, patellar
ligament avulsion and blood clots, pulmonary embolism, and death.>
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6.1.2 Physical Therapy:

Physical therapy is often the initial approach in terms of non-surgical treatment for
arthrofibrosis.'? If arthrofibrosis is diagnosed early, physical therapy can be useful as a
preventative measure along with stretching, bracing, and non-steroidal anti-inflammatory drugs.
(NSAIDs)* The target of physical therapy is often to target muscle imbalances in order to
prevent bone and joint deformity.® Through passive and active assisted stretching and various
exercises, physical therapy can delay and alleviate contractures, as well as help with mobility.
Other examples of effective physical therapy treatments include gentle physical exercises, dry
needling, cupping, and massage.” Additionally, the application of continuous passive motion
(CPM) has been discussed widely, and many studies have found it to be highly effective in
increasing the range of motion of patients with arthrofibrosis.”” According to one study, patients
who used a CPM machine had a significant mean range of motion increase in flexion of 34.6°+
-17°.2 CPM can be a highly effective option along with the use of physical therapy to help
counter the debilitating effects of arthrofibrosis.

It is important to note the risks associated with physical therapy if approached too
aggressively. Overly aggressive ROM exercises employed before sufficient healing can create
inflammation and fibrosis in the affected joint.'> According to many studies, rigorous physical
therapy when the knee joint is irritated can be harmful and lead to arthrofibrosis: “Pain, pain
during physiotherapy, and muscle building training when the joint is irritated can significantly
increase the risk of arthrofibrosis.”®

6.2. Invasive Treatment Methods
6.2.1 Arthroscopic Lysis of Adhesions

Arthroscopic lysis is the most commonly performed treatment for arthrofibrosis with
rates up to 8% for patients who required to have an arthroscopy within 6 months of initial
surgery.” The decision for surgical intervention is determined by patient progress and the degree
of stiffness.'? Arthroscopic Lysis can be highly effective, as it not only entails the removal of
ECM and the physical restriction of ROM, but also removes bound pro-fibrotic mediators,
including TGF-B.” Nonetheless, the benefits of lysis should be tempered with an understanding of
the problems and risks associated with the procedure.’ Most notably, the tissue damage from
surgery can exacerbate inflammation and ECM proliferation, the very processes it seeks to
ameliorate.’ In order to successfully address the adhesions, surgery should draw attention to the
specific areas where scarring is present.

To address flexion deficits, the surgeon should direct attention to the suprapatellar pouch,
the patellar femoral joint, and the anterior interval, as well as the intercondylar notch which can
be associated with flexion deficits when scarring is present.'? To resolve extension deficits,
attention should be drawn to the medial and lateral gutters as well as the posterior joint space.
The outcomes of arthroscopic lysis vary from patient to patient as severity of symptoms, degree
of inflammation, and extent of fibrosis within and around the joint can differ.” Many studies have
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reported significant improvement in ROM following LOA with increased flexion ranging from 45
to 68 degrees in post-traumatic injuries.'? Of 207 knees treated for postoperative stiffness, 202
responded to conservative management or arthroscopic surgical LOA in a series published by
Noyes et al.'* It is important to note that the accuracy of these rates could be higher than they
appear due to reporting bias. Following the surgery, patients will immediately follow up with
physical therapy sessions for 5 days per week for 6 weeks.

6.2.2 Revision Arthroscopy

It is important to note that invasive procedures such as RA and LOA are not
recommended in the first six months of the procedure, and often occur a year after initial
surgery."

Many patients fail to regain ROM after LOA, which leaves RA as a final procedure.*
revision has been reported to be a reasonable option, although the reported results seem to be
modest in regard to pain, function, and ROM.? Prior to performing RA, it is important to know
the reason for failure and loss of motion because the failure to identify the cause of stiffness may
result in recurrence of the problem.?® Outcomes following RA vary from study to study due to
the lack of definition of stiffness after surgery makes it difficult to compare results.” One study
by Hartman et al. reported a significant reoperation rate as 49% of their patients required a
further intervention for stiffness or postoperative complication, while Moya-Angeler reported
that 9.1% required a further intervention for stiffness or sustained a complication.”
Approximately 25% of patients with arthrofibrosis treated with a motion restoring surgical
procedure, required multiple surgeries after.'” Additionally, only 37% of patients surgically
treated for more diffuse arthrofibrosis reported satisfactory results."” In summary, 21,000 patients
each year are at risk of requiring an additional surgery and an additional 54,000 patients per year
are at risk of an unsatisfactory outcome, demonstrating either “abnormal’ or *“severe abnormal”
results according to the International Knee Documentation Committee (IKDC), including the arc
of motion, joint stability, patient-reported subjective symptoms, and the physician’s clinical
findings."

7. PAIN MANAGEMENT
Inflammation and pain can make patients’ recovery even more debilitating and extend the
recovery time. It is important to treat pain and discomfort at early stages in order to achieve
maximum recovery in patients with arthrofibrosis

7.1. Non-Steroidal Anti-Inflammatory Drugs (NSAIDs)

NSAIDs help reduce pain, which allows patients to participate in physical therapy.'?
NSAIDs such as aspirin and ketorolac are effective in treating pain by reducing inflammation
through suppression of COX-1 and COX-2, and are typically given at early stages of
arthrofibrosis."" Due to the harmful side effects that come with NSAIDs, they should only be
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used in small doses in the early stages of arthrofibrosis as a short-term treatment.'' Possible side
effects include increased risk of heart failure, stroke, and renal and gastrointestinal toxicity."

7.2. TNF-a Antibody

Some studies have identified the possibility of TNF-a antibody treatment as an effective
treatment method to manage pain associated with Arthrofibrosis. TNF-a antibodies have been
shown to reduce lung fibrosis in mice, and mice lacking TNF-a signaling pathways are protected
from lung fibrosis.” TNF-o induces peripheral pain sensitization, so it is expected that TNF-q
antibodies will assist in pain management.’

7.3. Hyaluronic Acid

Hyaluronic acid can be used as an effective anti-inflammatory and regulates cell
proliferation.” It is considered the principal component of the ECM and plays a key role in tissue
regeneration processes.” Depending on its molecular weight, hyaluronic acid can be an effective
anti-inflammatory treatment method for arthrofibrosis. High molecular weight hyaluronic acid
has anti-inflammatory properties, while low molecular weight hyaluronic acid is
proinflammatory. Hyaluronic acid also reduces the levels of proinflammatory cytokines such as
prostaglandins, leukotrienes, IL-1, and IL-6.”'

The anti-inflammatory aspect of hyaluronic acid has been well documented in
osteoarthritis. As reported by many studies, hyaluronic acid has been seen to down regulate the
production of IL-8 and iNOS gene expression in unstimulated human fibrolast synoviocytes
(FLS) and aggrecanase-2, and tumor necrosis factor alpha (TNFa) gene expression in
IL-1-stimulated FLS.*® Additionally, it significantly diminished TLR4, TLR2, MyD88 and
NF-kB expression and protein synthesis in synoviocytes in murine model of osteoarthritis.* The
have also observed reduced mRNA expression and protein production for TNFa, IL-1p, IL-17,
MMP-13 and inducible nitrous oxide synthase gene in arthritic mice treated with high molecular
size hyaluronic acid.*® Although, it is important to note, though, that these results were an
outcome of hyaluronic acid given to osteoarthritis patients at early inflammatory phases.”
Similar to arthrofibrosis, the synovial fluid of osteoarthritis is orchestrated by macrophages and
inflammatory cytokines. The use of an intra-articular injection in the synovial fluid can be
effective in reducing the inflammatory levels of arthrofibrosis and regulating the myofibroblast
proliferation. The use of hyaluronic acid to reduce pathogenic cytokines and immune cells was
tested on patients with osteoarthritis and was seen as highly effective.*' For this reason,
hyaluronic acid can be an effective treatment method to reduce knee joint inflammation and
myofibroblast proliferation.

7.4. Personalized Bayesian Statistical Approach

Currently, no methods exist to determine patients’ individualized risk levels for
developing arthrofibrosis. To prevent arthrofibrosis, it is crucial to evaluate patients’ personal risk
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levels at different stages-before and after injury, pre-surgery, and post surgery. Bayes’ Statistical
Theorem allows for a perfect solution to this problem, as we can essentially update a previously

anticipated probability given new independent information to conjure an updated, more accurate
posterior probability.

7.5. Continuously Updated Risk Assessment of Scarring (CURAS)

CURAS is a continuously updated risk assessment of scarring that allows patients to
understand their individualized risks of scarring. The process of scarring is longitudinal and at
multiple stages during that process, additional risk factors emerge and can be used to update the
likelihood of scarring in the near or distant future. In the pre-injury period, the mechanism of
injury, the severity of injury, the number of ligaments torn/injured, and muscle imbalances can
modify this baseline risk of scarring. In the post-injury period, factors such as previous surgeries,
pre-existing stiffness or inflammation, early-onset OA, childhood adversity, female gender,
autoimmune diseases, and BMI, can all additionally modify the previous risk of scarring. In the
early and late postoperative periods markers of inflammation, mobility, pain, early utilization of
physical therapy, time to intervention, etc., all subsequently act to further modify one’s
personalized risk of scarring.

PRE INJURY TIME OF INJURY POST INJURY

EARLY I LATE
N ae + Mechanism
. Sg of injury * Degree of «Changes in
ox + Severity of Swelling mobility
« Type of sport - :
< BMI injury « # of + Pain level
. . . Ligaments * Prolonged
« History of medical conditions - - .
Injured inflammation
« Control of *Time to
pain intervention
« Control of « Early
inflammation utilization of
physical
therapy

Pre-Injury Risk Assesment Peri-Injury Risk Assessment ), Early Post Injury Update ' Late Post Injury Update

Figure 2 Continuously Updated Risk Assessment of Scarring The figure above depicts risk
factors that emerge at each stage (pre injury, time of injury, early post injury, and late post injury)
that should be used to assess and continuously update individualized risk of scarring

7.6. Personalized Care

There are no organized, personalized protocols for patient care that synthesize
multidimensional risk factors for scarring. There are numerous opportunities, at multiple time
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points, to personalize arthrofibrosis prevention and treatment. For example, during the pre injury
period, protocols such as informing patients early on of the factors that put them at higher risk of
scarring and making them aware that if an injury were to occur they are cognizant that they are at
high risk of scarring due to those risk factors. If those risk factors are modifiable, suggesting
solutions to the patient and working with them to find a plan in order to reduce the risk of
scarring is crucial. Although not much can be done during the inter injury stage, much can be
done in the early and late post injury stages. In the early post injury stages, it is important to
tackle modifiable risk factors such as pain and inflammation quickly and efficiently. For example,
if a patient shows high levels of inflammation and high inflammatory biomarkers, an effective
treatment could be to add more immunosuppressants like a steroid injection. For patients who
might complain of strong pain levels, treating this pain first and foremost is crucial so that they
can be most efficient in physical therapy. The personalization of care in patients is something that
has been widely discussed, although it has failed to make its way into clinical care.*
Personalized care can provide unprecedented insight and treatment to patients, allowing each
patient to be evaluated based on their characteristics and history, as opposed to a “one size fits all
approach.” During each stage of arthrofibrosis pathogenesis, there is potential to implement
simple measures that provide more tailored/personalized care, thus improving prognosis and
recovery.

8. CONCLUSION

Current approaches to treat arthrofibrosis are non-invasive, conservative, and focus on
managing post-operative scarring. In contrast, few approaches target the complex mechanism of
the scarring itself, particularly prior to surgery. Above, we discussed the clinical symptomatology
as well as the molecular pathophysiology of arthrofibrosis and proposed CURAS, a novel
individualized risk assessment model incorporating Bayesian statistics to offer personalized risk
grading of scarring longitudinally. The next steps would be to implement a single cohort
prospective study incorporating CURAS to understand its effectiveness and how interventions
may be offered in a specific or individualized basis. Additional work needs to be done to
elucidate additional mechanisms of scar formation.
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Who is A Genius? What is Beautiful? Who is a Terrorist?: Gender, Religious, and Racial
Biases in Image Search Algorithms By Sema Akkaya

Abstract

Our lives have been increasingly surrounded by the transformative waves of Artificial
Intelligence (AI). Al systems have the potential to have numerous positive impacts on our daily
lives. However, they also have the potential to maintain and further existing stereotypes and
biases in society. This study, focusing on the search engines, examines the way they shape and
are shaped by user’s realities. More specifically, this study analyzes the image search results of
popular search engines, Google and Bing, as a lens to understand the biases in these search
engines. To this aim, this study analyzed the image search results for “genius,” “beautiful,”
“terrorist,” “woman terrorist,” “Muslim woman,” and “Muslim man,” and found the way existing
gender, racial, political, and religious biases make their way to these search engines.
Documenting the gender, racial, and ethnic biases inherent in web search engines, I argue that it
is vital for these companies and their researchers to think critically about the way biases could
enter into these systems. To create more inclusive web search systems, it is important to develop
more inclusive Al algorithms and automated bias detection methods.

Introduction

Our lives have been increasingly surrounded by the transformative waves of Artificial
Intelligence (AI). Al systems have the potential to have numerous positive impacts on our daily
lives. However, they also have the potential to maintain and further existing stereotypes and
biases in society (Angwin and Kirchner, 2016; Karpa et al., 2022). Since Al systems primarily
rely on machine learning algorithms, hence numbers, they might be thought of as neutral
systems. Nevertheless, machine learning algorithms’ reliance on existing data for training
purposes could bring existing historical and societal biases into these systems. More specifically,
these Al systems can be biased based on who builds them, the way they are developed, and by
those who used them. One Al supported system in which we can find all these factors
perpetuating existing biases is web search engines (Trielli, 2022).

Web search engines, through searching the Internet, filter and rank information in
response to user queries. In doing so, they provide information and determine what users learn
about specific topics. However, a growing number of research studies have shown that search
engines can perpetuate existing racial and gender biases and hence can have negative social
effects (DeVos et al., 2022; Rozado, 2023; Steiner et al., 2022). These biases can be originated
from several factors, including the search engine’s algorithm, the developer’s implementation,
and user’s stereotypes and ideologies. In this research, I primarily focus on the search engines
and examine the way they shape and are shaped by the user's realities. More specifically, I
analyze the image search results of popular search engines to demonstrate the way gender, racial,
political, and religious biases make their way to these search engines.
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Literature Review

As more Al systems started to become mainstream, an increasing number of studies
began to explore the perils of these systems in relation to their societal impacts, including but not
limited to bias, government surveillance, and ethics (Ferrer et al., 2021; Karpa et al., 2022;
Noble, 2018; Zajko, 2021). For instance, Ferrer et al. (2021) demonstrated that Al-based systems
that are used in automated decisions, from credit scores to insurance payouts to health
evaluations, can discriminate based on income, education, gender, or ethnicity. Similarly,
Howard and Borenstein (2017) found that existing social biases have infused themselves into
current Al and robotic systems, such as robot peacekeepers, self-driving cars, and medical
robots. They argued that the bias in these systems primarily came from learning algorithms and
their reliance on large datasets for training and crowd-sourced masses for labeling.

The Al bias can also be found in translation tools. Bolukbasi et al. (2016), studying
Google translation from Turkish to English, demonstrated that even though Turkish does not
have gendered pronouns and markings, when Turkish sentences are translated into English,
gender neutral Turkish words are assigned a gender that reflects the existing gendered
stereotypes. They further showed that this was primarily due to the tools trained on Google News
articles. They developed an algorithm to “debias” the embedding.

Another study on Al bias was conducted by Kay et al. (2015) on web search engines.
They primarily looked at the image search results for occupations. They found the existing
gender stereotypes and systematic underrepresentation of women in their search results. They
further found that users rated search engines as higher when the search results matched the
existing societal stereotypes for a career. In their study, Introna and Nissenbaum (2000), argued
that part of the bias found in search engines came from the search engines' reliance on popular,
wealthy, and powerful sites instead of less popular and smaller sites. Since the search engines are
not designed to search the whole web, they will primarily collect and summarize the data from
the popular sites instead of the less popular ones.

Similarly, in her book “Algorithms of Oppression,” Noble (2018), exploring the way
hidden structures shapes how we get information, demonstrated that search engine algorithms are
not neutral. For instance, when she entered the term “black girls,” the results came back with a
lot of pornographic images. She continued her analysis by typing “why are black women so” in
Google search engine and the suggested results completed the phrase with “angry,” “loud,” and
“mean.” She concluded that AI’s reliance on data for training purposes brought the existing
racial and gender biases into these search engines. After their study, Google has fixed some of
these biases in their search engines and the translation tool. However, similar results could still
be found for some other minority groups, such as Asians, Muslims, and Latinos.

Methods:

The data has been collected from Google and Bing Search Engines over a week period
through three different laptops to control for personalization and randomization that might
influence the search output results. To collect data, the researcher entered the key words, such as
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“genius,” “beautiful,” “terrorist,” “Muslim woman”, and “women terrorist” into the search box
and clicked on search. Afterwards, the image option has been selected to see the results for
images only. Each search has been repeated from three different devices and at three different
dates. The results only differed from each other by two to six images. Thus, this study primarily
relied on the initial search results, noting the difference when it is significant. For certain
searches, especially for the words “terrorist,” and “genius,” the results yielded several Al
generated pictures. To narrow it down to real images, the option “people” has been selected.

For each search result, only the first page was taken into consideration. I primarily used
qualitative data elicitation methods in collecting and analyzing data. I also used descriptive
statistics tools to summarize the data for analysis. From the initial page, only the images with
real people and clear faces have been taken into consideration (See Table-1 for number of images
analyzed). For some search results, there were more Al-generated images than usual, i.e. for
“genius” and “genius people.” Therefore, the total number of images were lower for those words.

Key Word Searched Bing Google
Terrorist 114 390
Women Terrorist 106 351
Muslim Women 136 393
Muslim Men 131 395
Beautiful 132 395

Genius 134 91

Genius People 134 158

Table-1: Number of Images For Each Search from Bing and Google

Results:

Genius: When the key word “genius” was entered into the Google search engine, the
results yielded 421 images in total. However, most of these images are either clipart or
wallpaper. Only the images with clear faces were taken into account in this research. Among 91
images with real faces, only 11 of them were women whereas 80 of them were men. When we
changed the key word to “genius people,” the results were similar. Only 21 of the pictures with
clear faces were women, whereas 137 were men, totaling 158. As it could be seen from Image-1,
the first 15 pictures were all men in Google search. When the same search was repeated in Bing,
similar results were observed. Among the 134 images, 129 were men and 5 were women. The
first 15 images from Bing also primarily showed men, only in one of the pictures a woman was
portrayed with other men (Image-2).
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Image-2: Image Search Results for “Genius People” from Bing

Beautiful: When the key word “beautiful” was searched in Google, the image results
yielded 339 women out of 395 images. Among the 56 images that do not show a woman, 48
were images of nature, 1 was an architectural building, 2 were sayings, 1 was a movie, 1 was a
song, and 3 were men. Of 3 male images, one was portraying a male singer who sings the song
“Beautiful girl,” and one man was from the TV series “The Bold and the Beautiful.” Only one
man was portrayed as being beautiful among the 395 images. Below is a screen shot of the first
two rows of image search results for “Beautiful” from Google search engine (Image-3). Even
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though compared to past research results, there is more diversity among women, still, all first 15
pictures portrayed a female as being beautiful. The search results yielded more extreme results in
Bing. When the key word “beautiful” was searched in Bing and narrowed down to “people,” all
132 images portrayed a woman figure in the pictures.

Image-3: Image Results for “Beautiful” from Google Search Engine

Terrorist: The search has been repeated for the chosen keyword “terrorist” in Google
search engine. Even though the key word was a noun and did not include an adjective depicting
any ethnic, religious, and/or gender information, such as “Muslim,” “men”, or “Middle Eastern,”
most of the search results for images portrayed a stereotypical Middle Eastern Muslim man. The
initial search results yielded over 350 images. However, only 141 of them were images of real
people and the rest were Al generated images. Among the 141 pictures, 119 were Muslim. 3 of
the images showed members from “Proud Boys.” However, 1 of them only showed the member
from the back with no visible face, and 1 showed a person’s face from an angle. Only 1 of the
pictures showed a full face. The same search, when repeated in Bing, yielded similar results for
“terrorist.” 108 of 114 pictures were portraying a Muslim person in the pictures as a terrorist.

Woman Terrorist: Since the majority of the images were portraying a Muslim man (90%)
in response to the “terrorist” word search, the search has been repeated for “women terrorist” to
see if the results would differ from that of the “terrorist.” The results for “women terrorist” in
Google brought 349 images in its first page results. About 99 of the images were either blurred,
Al generated, or included a book cover with no visible signs and hence eliminated from data
analysis. Among the 250 images, 206 portrayed a Muslim woman or women with headscarves.
The remaining 44 portrayed 3 Muslim women with no headscarf (2 Kurdish women), 1 Muslim
man, 1 Maoist woman, 1 Jewish man, and 3 Hindu women. 5 of the 44 images were about
counter-terrorism news, whereas 4 of them were the same book cover portraying the first female
terrorist organization in the U.S. (See Image-4, picture 8). 2 of them depicted a sorority girl, one
with a gun and one without a gun. The other images were a little ambiguous and some of them
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still have some elements that could link them to the Middle Eastern region. When “women
terrorist” was searched in Bing, the results yielded similar results to Google. 97 of the women
were Muslim women out of 106 images.

Image-4: Image Results for “Women terrorist” from Google Search Engine

Muslim Woman: The search has been repeated for “Muslim women” starting with the
Google search engine. The first page results yielded 393 images. 387 of them showed a Muslim
woman with a head covering. Six of the images that did not have a Muslim woman with a head
covering included 1 Ahmadi Muslim man, 1 Muslim woman with a scarf on her shoulders
instead of over her head, and 4 Muslim women with no head scarf. Among the 387 images, 7 of
them showed a Muslim woman with a head covering with other non-Muslim women and 4
Muslim women with no head covering along with other Muslim women with a head covering.
Among the first 393 images on Google search results, the first woman with no head scarf came
in picture 122. When the search for “Muslim women” was repeated in Bing, 136 of the 136
images showed a Muslim woman with a head covering. Bing did not show any Muslim with no
head covering in its first page results. Another interesting finding is that 76 of the 387 images
showed a Muslim woman not only with a head covering but also with a face covering (veil).
Below is an image from the Google search engine results (Image-5). The first 11 images showed
a Muslim woman with a head covering. 4 of the 11 also came with a veil as well.
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Image-5: Image Results for “Muslim woman” from Google Search Engine

Muslim Men: When the search was repeated for “Muslim men,” the results yielded 336
images, among which 308 was portraying a Middle Eastern Muslim man with a beard and a form
of head covering. 6 of the 28 of the images showed an African American Muslim man with no
clear visible signs of their religious identity. 4 of the images showed a Muslim man marrying a
Muslim woman. Only 16 of the images showed a man with no visible signs of their religious
identity. The image below shows the first 12 images that came on Google search engine for
“Muslim men” (See Image-6). As it could be seen from the screen shot of the search, only one of
the images did not have a clear stereotypical element of being a Muslim and/or a Middle Eastern.

Image-6: Image Results for “Muslim woman” from Google Search Engine

Discussion of Results:

As the analysis demonstrated, web search engines are not neutral tools. Behind these
search engines, one can find an evolving algorithm. Since these algorithms have been created by
a human, in its developmental stage, they could come with certain parameters to filter and rank
information and hence could be skewed in the way they decide which websites to include and
exclude when searching the web. Furthermore, as these search tools train on existing data, the
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existing biases in these data make their way into these search engines. If they are neutral
systems, the search results for “beautiful,” and "genius” should yield more diverse results.
Instead, the search engines decide that women are beautiful whereas men are geniuses. Similarly,
even though the search engine was only provided with the word “terrorist,” it assigned a gender,
religious, and ethnic identity to it.

Some might argue that an educated person could navigate through these search results
and find reliable information. However, research shows that images whether we agree with them
or not get into our mental library and may shape our thoughts and hence judgements (Eberhardt
2020, Lebeouf 2020). In addition, not all people will have the necessary critical skills to search
through the web and eliminate unreliable information. Documenting the gender, racial, and
ethnic biases inherent in web search engines, I argue that it is vital for these companies and their
researchers to think critically about the way biases could enter into these systems. To create more
inclusive web search systems, it is important to develop more inclusive Al algorithms and
automated bias detection methods.

When conducting this research, I also realized that Google fixed some of the existing
biases in their search engines and translation tools after the published work. For instance, after
Noble (2018) published her work, they addressed some of the racial biases in Google search
engine. Similarly, after Bolukbasi et al. 's study (2016) on Turkish-English translations, they
fixed some of the gendered stereotypes that entered into the translation tool. However, as we
have seen in the aforementioned examples, they just came up with case-by-case revisions instead
of fixing the root problem of the bias that we see in search engines and translation tools. Thus, it
is important to go to the root cause of these Al biases and develop better and more inclusive
algorithms in addition to conducting training on diverse data.
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Bitcoin's Carbon Footprint: Utilizing Artificial Intelligence to Analyze Future Energy
Consumption and Environmental Impact By Varsha A, Eesha V

Abstract

Did you know that the daily energy consumption of Bitcoin transactions is equivalent to
the electricity usage of over 7 million US households? In this project, we utilized artificial
intelligence (Al) models, including Linear Regression, AutoRegressive Integrated Moving
Average (ARIMA), and Prophet, to predict the future number of Bitcoin transactions. We used
these predictions to analyze the future energy consumption and environmental impact of those
transactions. The models were trained on historical Bitcoin transaction data, taking into account
whether renewable or non-renewable sources were used to generate electricity to power these
transactions. The best-fit model was determined based on statistical performance measures like
Root Mean Square Error (RMSE), and we predicted the future Bitcoin transaction volume using
the selected model. Based on the predicted transaction volume, we calculated the corresponding
energy consumption and environmental impact of Bitcoin transactions. We found that for the 1st
quarter of 2023 (from Jan 1st to March 31st), the average daily energy consumption of Bitcoin
transactions is 211,652,518 kWh. Additionally, we estimate that 98,178.09 metric tons of CO,
are released into the environment. This energy consumption is equivalent to the energy
consumed by 7,267,045 households in the US per day, and the CO, released by these daily
Bitcoin transactions is equivalent to the emissions from 21,848 gasoline-powered passenger
vehicles driven for one year. Through this project, we have demonstrated the capacity of Al
models to predict future trends in the context of Bitcoin transactions and their economic and
environmental impacts. Furthermore, we have highlighted the significance of sustainable
development and environmental protection within the digital currency ecosystem. The results of
this study are valuable for policymakers, researchers, and industry practitioners who are working
towards reducing the carbon footprint of Bitcoin transactions and promoting sustainable
practices.
Introduction

"Crypto is harming the world," remarked Yasmin Dahnoun, an editor from The Ecologist,
on April 12, 2023 (Dahnoun). But what exactly is crypto? Crypto is a virtual currency designed
to function as money, known as a cryptocurrency. Bitcoin stands as the most prominent
cryptocurrency. Presently, cryptocurrency remains unregulated, obviating the need for third-party
involvement in financial transactions, but this also renders the currency somewhat vulnerable as
investing in cryptocurrency entails several risks due to the lack of government regulations,
exposing the entire network and its investors to fraud and theft (Analytics Insight). The term
"crypto" alludes to the usage of cryptographic algorithms to secure transactions. At present, there
are 19 million Bitcoins (Blockchain Council) in circulation that have been mined. However, a
cap of 21 million Bitcoins (Blockchain Council) exists on the quantity that can be mined. The
alleged creator of Bitcoin, Satoshi Nakamoto, conceived the cryptocurrency with a capped
supply to restrict the number of Bitcoins available. This limitation engenders tension between
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Bitcoin's demand and its price over time. As per the Blockchain Council, the final Bitcoin is
anticipated to be mined in the year 2140 (Blockchain Council). Currently, Bitcoin transactions
employ computers to solve intricate mathematical problems for transaction verification. This
mechanism of transaction verification is energy-intensive, consuming 707 kWh per transaction,
equivalent to the power required to charge 37,204 phones (Forbes Advisor; U.S. Environmental
Protection Agency). While predictions about Bitcoin's price abound, there is limited research
concerning the projection of daily Bitcoin transaction volume and its accompanying
environmental impact, which is equally crucial to address. This project contributes to the existing
body of research on the environmental repercussions of Bitcoin and aids policymakers,
researchers, and industry professionals striving to mitigate the carbon footprint of cryptocurrency
transactions while promoting sustainable practices in the realm of virtual currency. In this
endeavor, we harnessed artificial intelligence (AI) models to predict the forthcoming volume of
Bitcoin transactions. This projected volume was employed to compute future energy
consumption, considering the utilization of renewable versus non-renewable energy sources.
Through this research, we also scrutinized the impending economic and environmental
implications of Bitcoin transactions.

Materials and Methods:
1. Forecast Future Bitcoin Transaction Volume Using Al Models

a. Collect data: Find data, from a Nasdaq dataset (Nasdaq), on the number of
Bitcoin transactions per day from January 2, 2009, until April 15, 2023.
Figure 1 shows the daily Bitcoin transactions from 2009 until the end of 2022.
The transaction volume was steady for a couple of years until mid-2012 and
then it has gradually increased over the years. We can also notice some
fluctuations in 2017 and 2018 but overall, there is a steady increase in the
transaction volume.

Daily Bitcoin Transactions over the Years

Fig 1: it shows the daily Bitcoin transactions from 2009 until the end of 2022.
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b. Preprocess data: Clean up data by checking for null values and data
discrepancies.

c. Split data: Split the data set into train and test data for the different models.

d. Train the Al models: Using Linear Regression, AutoRegressive Integrated
Moving Averages, and Prophet, train the models using the training data.

e. Test and evaluate the models: Using test data, see if the model is working as
expected. If there are errors, fix them. Figure 2 shows the ARIMA model
predictions from December 31st, 2022, until April 1st, 2023. We split our data
into 90% for training and 10% for testing. Based on these sets, to see how
visually accurate the model is, we gave the same time period for the test
predictions (green) as the test set (orange). After seeing that the test
predictions were pretty accurate, we decided to forecast daily Bitcoin
transactions from December 31st, 2022, to April 1st, 2023, which is shown in
the graph as the red color.

Bitcoin Transactions Per Day Till April 1st Using ARIMA

400k —— Forecasting

Bitcoin Iransacuons

2010 01z 2014 2016 2018 20z0 2022

Years

Fig 2: This figure shows the ARIMA model predictions from December 31st, 2022, until
April 1st, 2023. The blue color shows the training data set from Jan. 2, 2009, until December
31st, 2022. The orange shows the test set.

f. Export Data: Export the data from all 3 models into a spreadsheet.

g. Conduct Analysis: Compare the values for the best-fit model using the Root
Mean Square Error (RMSE). In our research models, we found Prophet to be
the most accurate in predicting the future Bitcoin transaction values because
the RMSE for the Prophet model is the lowest compared to Linear Regression
and ARIMA models. We made a graph to show the visual differences between
each model’s predicted values versus the actual (Figure 3). As you can see on
the graph, Linear Regression did not have very accurate predictions as it is a
straight line indicating that the transaction volume is constant over the years.
Both ARIMA and Prophet started with predictions closer to the actual values
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while they were on a short-term prediction date range. However, with
long-term date range predictions, there is more variability as the predicted
values are farther away from the actuals. This indicates that these models may
not be accurate for long-term predictions.

Actual vs Predicted (Linear Regression, ARIMA, and Prophet)
== Actual == Linear Regression ARIMA == Prophet
400000

200000 ﬁhvm\/ v v VI—\Y v WW

100000

Daily Bitcoin Transaction Values

1/8/2023 112212023 2/5/2023 2/19/2023 3/5/2023 3/19/2023

Date

Fig 3: it shows the actual daily Bitcoin transaction values versus the values each of the
models predicted.

h. Analyze best-fit model: The first step in this piece of code (see Figure 4) was
to train the model with the daily Bitcoin transaction data. Then we
programmed it to predict for 180 days in the future. Next, we used the
MinMaxScaler () function to transform the actual transaction data and
predicted transaction data in the range [0, 1]. Our next step was the Root
Mean Square Error (RMSE) analysis, which is used to determine the accuracy
of the predictions with this model.

o model = Prophet(
seasonality mode="multiplicative”

)

model.fit(train_data)

future = model.make future dataframe(periods = 180)
forecast = model.predict(future)

scaler = MinMaxScaler()

scaled actuals = scaler.fit_transform(df.to_numpy().reshape(-1, 1))

scaled predictions = scaler.fit transform({forecast.to numpy().reshape(-1, 1))

RMSE = np.sqrt(np.mean((np.asarray(scaled_actuals) - np.asarray(scaled_predictions)))**2)
print("Root Mean Square Error (RMSE) = ", RMSE)

Fig 4: it shows our code for the Prophet ML model.

i. Forecast: Predict future transaction values using the best-fit model. The first
step for arriving at the predictions shown in Figure 5 was splitting our
historical data. The data in green shows our training set, or real daily Bitcoin
transaction data from Jan. 2, 2009, until Aug. 17, 2021. The data in pink
shows the testing set, or the data that we used for testing the Prophet model
predictions. The data in blue shows our test predictions, or the number of
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daily Bitcoin transactions predicted by the Prophet model that we trained. The
data in red is our forecasted daily Bitcoin transactions. As you can see on the
graph, Linear Regression did not have very accurate predictions as it is a
straight line indicating that the transaction volume is constant over the years.
Both ARIMA and Prophet started with predictions closer to the actual values
while they were on a short-term prediction date range. However, with
long-term date range predictions there is more variability as the predicted
values are farther away from the actuals. This indicates that these models may
not be accurate for long-term predictions.

Bitcoin Transactions Per Day Till October 15th Using Prophet

S0ok —— Training Set
Test Predictions.
—— Tasting Set

400k —— Testing Set

S 300k

200k

Bitcoin Transactions

100k

Years

Fig 5: shows the Prophet model predictions for daily Bitcoin Transactions from Apr. 15,

2023, until Oct. 15, 2023.

2. Calculate Economic Impact: Calculate the estimated cost of electricity consumption using
renewable and non-renewable energy sources for the future forecasted daily Bitcoin

transactions.

a.

Find the average cost per kWh for six different energy sources. We used gas, oil,
and coal for our non-renewable sources. We used solar, hydro, and wind as our
renewable sources (International Energy Agency).

Create a table (Figure 6) and input all the costs. Using the predicted number of
Bitcoin transactions per day (X) calculated from step 1h and the amount of
electricity needed for a single Bitcoin transaction (Forbes Advisor), we calculated
the estimated amount of electricity needed per day for the Bitcoin transactions.
The different rows of data depend on the percentage of usage of renewable to
non-renewable energy. We start by using the current percentage split (39:61%)
and graduate to a balanced 50:50% split. Our findings show that the current split
demands less money for daily Bitcoin transactions but more trees to offset the
CO, emissions. However, a balanced percentage split requires more money but
fewer trees.
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Economic vs Environmental Impact of Bitcoin Transactions

Total cost of Total cost of Total cost of
generating generating for electricity Equivalent # of
electricity for daily daily Bitcoin consumed by Costof | Amountof CO2| treesto be
Percentage of electricity | Bitcoin transactions | transactions from Bitcoin electricity per| released per planted to
coming from Renewable vs| from bl nonr bl { per Bitcoi day (in metric offset the
Non-R bl source source day ion ) issi
39:61 $5.579,819.06 | $5733,068.03 |  $11,312,887 $44.54 83,304.79 3,332,192
40:60 $5,722,891.34 | §5,639,083.31 $11,361,975 $44.73 82,021.72 3,280,869
41:59 $5,865.963.62 | $5,545,098.59 $11,411,062 $44.92 80,738.65 3,229,546
43:57 $6,152,108.19 | §5,357.129.14 |  §11,509,237 $45.31 78,172.51 3,126,900
45:55 $6,438,252.76 | $5169,159.70 |  $11,607412 $45.70 75,606.37 3,024,255
50:50 $7,153,614.17 | $4,699,236.09 $11,852,850 $46.66 69,191.01 2,767,641

Fig 6: it shows a table that we made depicting environmental and economic data about
predicted daily Bitcoin transactions.

c. Split the estimated amount of electricity into a certain percentage for
non-renewables and the remainder for renewables. Originally, we used 39% for
renewables and 61% for non-renewables as that is the current split in the United
States (U.S. Department of Energy). We also used a 40:60, 41:59, 43:57, 45:55,
and 50:50 percentage split to compare the values.
We took the average cost per kWh for each of the three renewable and each of the
three non-renewable sources. We added them to get one average cost per kWh for
renewable and one for non-renewable. Assuming that all energy sources were
used in equal proportions, we multiplied the average costs by the electricity
consumed from that source. We added those two numbers together to get the total
cost of electricity consumed by daily Bitcoin transactions (Y). Finally, we divided
the sum (Y) by the number of daily Bitcoin transactions (X) to get the cost of
electricity for a single Bitcoin transaction.
3. Calculate Environmental Impact: Calculate the estimated CO, emissions using renewable
and non-renewable energy sources similar to the calculations done in 2a - 2d.

4. Compare and analyze the cost and environmental impact by changing the percentage split
values as shown in step 2c.
Results

In our study, we found that the amount of electricity needed for daily Bitcoin transactions
is 211,652,518 kWh. If we multiply that number by 365, it is equivalent to 60.8% of Virginia’s
annual electricity consumption (U.S. Department of Energy; JustinTools.com).

Economic

We extracted various economic outcomes from our study. For instance, we determined
that the electricity cost per Bitcoin transaction rises when employing higher percentages of
renewable sources in comparison to non-renewable sources of energy. At the current 39:61 ratio,
a transaction costs $44.54, which increases to $46.66 with a 50:50 ratio. Thus, the electricity cost
per individual Bitcoin transaction equates to the cost of about 14 gallons of milk in Virginia

(Zippia).
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Environmental

One noteworthy environmental result stemming from our study is that Bitcoin
transactions produce greater CO, emissions when using higher percentages of non-renewable
sources compared to renewable sources of energy. Employing a 39:61% ratio, the split between
renewable and non-renewable energy used in current US Bitcoin transactions, we computed that
137,158 trees are necessary to offset CO, from renewable energy sources (8 Billion Trees), and
4,199,580 trees are required for non-renewable energy sources (8 Billion Trees). Remarkably, as
the balance between renewable and non-renewable energy sources becomes more equal,
transitioning to a 50:50% split, the number of trees needed to offset total CO, emissions
decreases by over half a million.

Discussion

In our project, we underscored the importance of sustainable development and
environmental protection within the digital currency ecosystem. This project adds to the existing
body of research on the environmental implications of Bitcoin, assisting policymakers,
researchers, and industry practitioners in addressing the carbon footprint of cryptocurrency
transactions, and promoting sustainable practices in the realm of virtual currency. While
predictions on Bitcoin’s price abound, there is limited research concerning the projection of daily
Bitcoin transaction volume and its corresponding environmental impact, which is equally
important to discuss.

Energy Source Impact on CO2 Emissions

Bitcoin transactions reveal a distinct connection between the energy source used and the
resulting CO, emissions. Transactions using higher proportions of non-renewable sources exhibit
elevated CO, emissions compared to those utilizing renewable sources. Interestingly, a trend
emerges wherein the number of trees required to offset total CO, emissions decreases by over
half a million as the balance between renewable and non-renewable sources approaches parity.
These findings underscore the intricate interplay between Bitcoin transactions, energy
consumption, economic costs, and environmental repercussions. The implications of these results
extend to energy policies, economic considerations, and environmental sustainability efforts.

Assumptions and Limitations

While our research offers valuable insights, it's essential to acknowledge its limitations.
Future studies could delve deeper into the complexities of optimizing energy mixes, exploring
ways to enhance and extend the sustainability of Bitcoin transactions without compromising
functionality, economic viability, or environmental impact. In this context, sustainability involves
striking a balance between effective Bitcoin transactions and environmental preservation. Using
energy sources with lower pollution potential to power Bitcoin could contribute to Earth's health.

As we progressed with this project, we made several assumptions. In our economic
research, for instance, we assume that energy sources are used in equal proportions, thus
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calculating average costs. Additionally, factors like new regulations, Bitcoin's price, the stock
market, supply, and demand, etc., are not considered when forecasting the daily number of
Bitcoin transactions. Our summary table of economic impact assumes 254,015 Bitcoin
transactions per day, as the ML model with the lowest RMSE, Prophet, projected 254,015
transactions on October 15th, 2023. Furthermore, we chose to forecast daily Bitcoin transactions
only six months ahead, not long-term, due to the numerous variables impacting volume, which
reduces the accuracy of long-term predictions.

Challenges

One challenge in this project related to an ML model we intended to employ. Long
Short-Term Memory (LSTM) is highly effective for modeling sequential data but demands
extensive hyperparameter tuning, which is beyond our expertise in ML models. Consequently,
we focused on alternative models.

Future Research

Numerous avenues exist for expanding our research. In the future, we aim to analyze
different cryptocurrencies besides Bitcoin, such as Ethereum, Tether, etc., and assess their
environmental impact. We would also explore the utilization of diverse machine learning
algorithms, such as LSTM, to ascertain if different Al algorithms could predict future Bitcoin
transaction values more accurately. Subsequent research could investigate strategies for
optimizing energy sources in Bitcoin transactions to mitigate environmental impact while
managing costs.

Conclusions

The rise of digital currency began with Bitcoin’s launch in 2009 and has taken the world
by storm. However, in recent years, the focus has shifted to Bitcoin’s price speculation and the
pronounced volatility characterizing this popular cryptocurrency. The widespread adoption of
this digital currency has led to increased demand and amplified transaction volumes. Each of
these transactions consumes a substantial amount of electricity because each cryptocurrency
utilizes a network of computers through Blockchain technology to solve complex problems.
Depending on the sources of electricity used to meet the power demand of these crypto
transactions, the rapid increase in volume potentially hampers broader efforts to achieve net-zero
carbon pollution commitments by different nations. Bitcoin transactions can have several
negative impacts on local communities due to pollution, noise, and even criminal activity, often
facilitated by the encrypted nature of Bitcoin. Similar to the patterns observed a few decades ago
with the surge in credit card usage and more recently with the adoption of payment apps such as
Venmo and Apple Pay, we believe cryptocurrency has the potential to become a mainstream
form of currency in the foreseeable future. If so, the number of daily crypto transactions will be
orders of magnitude greater than what we have shown in this paper. Given that climate change
stands as one of the consequential challenges of our era, we urge scientists, researchers, experts,
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and other stakeholders to persistently delve into the environmental repercussions linked to
Bitcoin. This research paper underscores the importance of policymakers considering incentives
for energy-efficient practices, while researchers could further expand upon this groundwork by
investigating novel energy solutions tailored to the digital economy toward a greener future.
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Navigating the Landscape and Ethical Considerations of AI-Generated Visual Content
By YunLe (Hanbin) Wang' and Brian Huh?

Abstract

In recent months, Artificial Intelligence (Al) has steadily risen through generative Al
such as ChatGPT (generative engine). This engine is capable of creating plays and essays in the
style of a specific author while talking and writing in Shakespearean dialect. Meanwhile, other
generative Al engines have shared the mainstream spotlight with ChatGPT. Artificial networks
like Dall-E, Midjourney, Planfinder Al, and even Photoshop’s “Generative Fill” have become
more advanced and popular in society today. These artificial engines all share a commonality in
their relationships to art and design. They can learn from artworks (whether that be style or
content) and create hyperrealistic images from human text prompts. However, the widespread
integration of Al into society warrants discussions and debates about many aspects of Artificial
Intelligence and whether the images it creates can be deemed as “art.”

Introduction

It has often been said that language was derived from cave art. Subsequently proving that
art was one of man’s earliest creations. Art has evolved and adapted to the constantly changing
world and has often defined generations. For example, the Renaissance is defined by its art and
artists similarly to how the late 20th century has been defined with its challenge towards
traditional art. This challenge towards art has caused many questions like What is art? and what
makes art art? These questions were brought into mainstream media with pieces like Marcel
Duchamp’s Urinal or his other readymade sculptures. His art pushed the boundaries as to what
can be defined as art. Similarly, Chihuly, an infamous glass sculptor, has often been the center of
debate for who deserves credit for art. Chihuly designs his sculptures but allows glass artisans to
create said sculptures; should Chihuly receive the credit or should the artisan (Johnson 2017)?
These questions were further brought into question with the growing popularity of artificially
generated images.

Artificially generated images first began in the 1970s with AARON. Harold Cohen, an
American computer scientist, would use this machine to generate abstract pieces of “artwork.”:
For example, he would tell it to paint blue lines, and blue lines would appear on a screen.
Generative images took a huge leap in the 2010s with Generative Adversarial Networks (GANSs).
It allowed for the prompts to be more complicated, and it also began learning from previous art
styles. Although it is hard to find the first AGI, the first AGI that sold was a Portrait of Edmond
de Belamy, which was sold in 2018 at around 430 thousand dollars. Some see it as a step towards
a more expansive definition of art, while others see it as a setback for artists around the world.

The sale of an AGI brings forth many questions regarding art. It references the question
brought up by Duchamp (What is art?) and the question brought up by Chihuly (Who deserves
the credit). An observer can argue both ways to either of these questions in their respective
categories, but can humans do the same when it deals with a machine instead of a human artist?
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Should the credit for the art be allocated to the person who came up with the prompt or
the machine? How would credit even be allocated to the machine? Should the artist’s artwork
that the Machine learned off of be mentioned? How can human artists compare to the speed of
GAN Machines?

Through interviews and conversations with different artists and art collectors, they stated
their different opinions regarding AGI. Most of these artists stated that their opinions on Al Art
were complicated. Some believed that AGI was truly art, while others believed that it was a new
category of art that cannot yet be defined. These sentiments were largely similar to those in
reaction to Duchamp’s Readymade sculptures. Some artists expressed their concerns about the
potential of Artificial Intelligence potentially being able to overtake jobs in design like
architecture and 3D rendering. However, other artists have embraced this change and
development with Artificial Intelligence and have incorporated some aspects in their own art
through Photoshop or 3D modeling software. In conclusion, it is fair to say that all of these
artists have adapted to AGI in different and personal ways.

The emergence of Al-generated art prompts important philosophical questions about the
nature of creativity and authorship. While machines can now produce novel images, their
capability for true creativity and imagination remains limited. The Al system is ultimately
dependent on its human designers and the data it is trained on. Though striking, Al art lacks a
human spirit or intent behind it. At the same time, the role of the prompt engineer in directing the
output challenges romantic notions of artistic genius emerging ex nihilo. Moving forward, we
must strike a balance that respects both human creativity and technological innovation. Al art is
neither a radical break from the past nor the death knell of human artistic expression. Rather, it
represents a new frontier prompting us to reexamine our assumptions about art in light of
advancing technology. There are challenges but also opportunities for collaboration between
humans and machines. The future will likely see both human and Al artists thriving as long as
we positively guide progress in a way that benefits society.

Analysis
A. Areas of Art Impacted by Artificially Generated Visual Content

In terms of artificially generated art, there are many subtopics. For example, music and
videography have become a field of art that has become more and more touched by Al. Drake
and Taylor Swift's songs have been generated and released online. Some hardcore fans have had
difficulties distinguishing these artificially generated songs compared to real music. Similar to
music, subjects like poetry can be generated in the style of authors like Shakespeare or Edgar
Allen Poe about any subject. However, this development also reinforces the notion that Al needs
these original human examples to learn from. For example, an Edgar Allen Poe-styled essay
would cease to exist if Edgar Allen Poe, as a human writer, did not have that style himself
(iScience 2020). The notion of replicating art forms or literature styles also brings up the debate
that these styles cannot truly be accurate due to the wide range of art styles a single artist could
have. For example, even though Van Gogh is often known for his expressionist paintings and
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swirling pieces, it is difficult to pinpoint him to one specific style due to his vast mastery of the
arts (Manovich 2019).

This advancement in the generation and replication of writing and music styles has also
led to discussion over other generated videos or audio clips. These “deep fakes” can be created
for famous people like the President of the United States, which could potentially lead to very
dangerous situations or misunderstandings. These fake videos could cause discord or panic in
many people resulting in problems on a large scale.

However, Al-generated art can also lead to positive outcomes. It fosters a level of
creativity and expression that hasn’t happened before at speeds unachievable by man (D’Inverno,
McCormack 2015). Artificial Intelligence and its generated images should, therefore, be seen as
a complement to human creativity and thought (Kodithuwaku, 2023). Artificial intelligence
cannot create thoughts by itself and requires human input in order to create. Similarly to Chihuly,
the artisans who create these sculptures would not have a design to create if it were not for
Chihuly. However, this once again brings back the debate of who should receive credit for an
Artificially Generated Image. Should it be the human who provided the prompt? Or the machine
or engine that created the final result? Or should it even be allocated to the artist that the machine
learned from?

Aside from simply generative functions, the machine learning portion of Artificial
Intelligence also leads to other results. For example, due to its fast learning speeds, it can analyze
and organize past arts into specific categories and forms. For example, art history can be
simplified as a piece of art can be fed into an Al system and it can instantly analyze the time
period, author, or style of the painting and categorize it accordingly. There are obvious errors, but
an Al performing this task can be more accurate than a human since Al takes a more machine
process than a human being able to analyze a piece of art in many different ways.

B. Current Knowledge and Research on Artificially Generated Visual Content

The area specifically regarding Artificially Generated Images and its authenticity hasn’t
been officially researched as it is still a new topic, however, there has been research into how
humans perceive Al-generated images. For example, research has shown that when people know
a piece of art was generated by Al, they decrease its value due to its perceived inauthenticity
(Cojean, Martin, Ragot 2020). Similarly, lots of people and artists see art as a statement or
depiction of a current time in history. For example, Keith Haring stated that “an artist is a
spokesman for a society at any given point in history [and] his language is determined by his
perception of the world we all live in” (Haring). An artificially generated image cannot
accomplish this level of reflection in the world; however, someone who gave the machine
prompts to generate specific images could. Subsequently, this nags at the question of who should
receive credit for artificially generated images.

Artificially Generated Images are also not self-sufficient. Take the first sold GAN Image,
for example, Edmond De Balemy. This artificially generated artwork could not have been
generated if it did not have previous human art to learn from. Similarly, that piece of art could
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not have been auctioned or sold without human intervention and help. In the case of this piece of
art, the money went to the auction house, but what if an individual decides to sell an artificially
generated image? Does the credit get allocated to the individual who sold the image? The
computer who created the image? The artist who created the artwork that the machine learned
of?

This debate could similarly be seen in generated music. It is a form of human expression,
but at the end of the day, the generated art is just an algorithm. More specifically, it is an
algorithm that is often looked down upon by people as people tend to favor realistic and human
expression compared to machine-generated images (Hong, Curran, 2019). In terms of the most
effective and uncontroversial integration of Al and art, art analysis is most likely to be the least
debated. The parameters and categories are set by humans. Art analysis and categorization is the
softest integration of Al in the field of art. However, Al remains one of the more debated utilities
in our modern era.

C. Impact of Artificially Generated Visual Content

In the future, if Al Art is truly to become more widespread and continue growing as it is
now, there needs to be sufficient regulations and boundaries set in place. Although questions like
“What is art?” may never be defined, the question of what AI Art is must be listed in order to
protect a creative future. The thin line between creativity and plagiarism for Al art must be
clearly defined to protect human artists from a competitor that can produce art at speeds
impossible for humans. The allocation of funds for Al Art sold also needs to be regulated and
created to ensure there are no debates and/or conflicts over credit allocation.

If a writer uses Al to generate sentences or to help revise, should the Al Component be
recognized? If an artist uses Al to render some of his/her ideas, should Al be given full credit? If
an architect uses Al to create floor plans, who should receive credit? Even if these questions
were not applied to Al, artists like Chihuly could also warrant these discussions about whether
his art is truly his art, considering that he has different workers and artisans who create his
models.

Al Art also brings forth another concern about jobs. For example, those working in the
film industry often have to hire artists to help render thumbnails for scenes in a movie. However,
if Al can accomplish this task at a faster and cheaper rate, it might put many people out of the
workforce. Artists in general, might lose at jobs due to the fierce competition of Al being able to
quickly create original artworks that can be influenced by any artistic time period in history.

Conclusion

Artificially generated visual content is having a profound impact across many areas of art
and design. From music and video to visual art and graphic design, Al systems are demonstrating
increasing capabilities to produce novel and convincing artistic works. However, significant
philosophical questions remain regarding the true creativity of these systems and the appropriate
attribution of credit.
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While Al art presents opportunities for collaboration and expanded creative possibilities,
ethical guidelines and regulations will need to be established regarding issues of plagiarism,
labor displacement, and financial compensation. Moving forward, the role of Al in art should be
oriented toward complementing and augmenting human creativity rather than fully automating or
replacing it. By thoughtfully shaping the development and application of these technologies,
humans can retain artistic agency and meaning while also exploring new creative frontiers with
artificial intelligence. This will require an open and ongoing dialogue between technology
developers, artists, philosophers, and policymakers. If guided responsibly, Al promises to be an
inspiring new partner in humanity's eternal quest for beauty and self-expression.

Limitations

While providing a broad overview of key questions surrounding artificially generated
visual content, the current analysis has focused predominately on the visual arts. Examining
implications across other artistic domains, including music, videography, writing, and
performance, represents an area for expanded scholarly inquiry. Additionally, limited empirical
data exists on public attitudes and emotional reactions to different forms of Al art as compared to
human-generated creative works. As advancements in neural-net creativity systems accelerate,
further research must address these gaps.

Future Directions

Moving forward, cross-cultural examinations of perceptions towards non-human creative
expression would provide greater insight into philosophical themes of authorship and
imagination. Studying how revealing the Al origins of an artwork shifts its reception and value
also represents a rich area for future psychology-focused experiments. Moreover, the
proliferation of Al art compels efforts to model and quantify potential economic impacts across
artistic professions and industries. These interdisciplinary projects call for blended
methodologies synthesizing technology criticism, analytical philosophy, cultural anthropology,
and econometrics. Furthermore, constructing ethical frameworks to guide the trajectory of Al art
will require expanded dialogues between computer scientists, artists, philosophers, policy
analysts, and legal experts—conversations that can yield recommendations for balancing creative
traditions and technological progress. Identifying these future directions will drive vital
scholarship and policy discussions regarding artificial intelligence’s growing influence across an
expanding range of artistic exploration.
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Comparing Intrinsic and Extrinsic Motivation: An Overview of Experiments and Future
Areas of Research By Juwon Hwang

Abstract

Motivation affects our daily lives, and it plays a pivotal role in one’s behaviors towards a
goal. Therefore, several scholars have studied two important types of motivation: intrinsic and
extrinsic motivation. This paper will go over the definitions and the effects of intrinsic versus
extrinsic motivation and provide an overview of the key experiments related to intrinsic and
extrinsic motivation. Finally, areas that require more research will also be discussed.

Keywords: Intrinsic motivation, Extrinsic motivation, Self-Determination Theory

Introduction

Why is it that waking up in the morning, sticking to a workout routine, and doing
homework is hard for some people while it is easy for others? This is because of the different
levels of motivation they have. Motivation refers to a condition that triggers an action toward an
objective (National research council, 1999). Scholars, therefore, have studied and categorized
motivation in different ways. One of the most widely studied types of motivation are intrinsic
motivation and extrinsic motivation. For instance, while intrinsic motivation is led by one’s
genuine interest or internal goals, such as the promotion of health, extrinsic motivation is caused
by external goals, such as physical attractiveness, social recognition, and grades. Based on
studies related to motivation, we can advise coaches to use effective measures to motivate
athletes, encourage people to exercise, and provide people with an understanding of how they
can motivate themselves.

Therefore, in this paper, I will discuss the scholarly definition and the effect of intrinsic
vs. extrinsic motivation. Furthermore, I will give an overview of the experiments that were
conducted on the effects of intrinsic versus extrinsic motivation. Specifically, I will be focusing
on the effect of intrinsic vs. extrinsic motivation in an academic learning setting, in the context of
promoting one’s health, and in a job environment. Finally, I will discuss the potential areas of
research including specific research topics that could be studied in the future.

Definition of Extrinsic and Intrinsic Motivation

Human behavior can be characterized by various motivations. Various scholars have
researched the different motivations behind human actions and some of the most widely studied
motivations are internal and external motivation. Intrinsic motivation refers to motivation based
on one’s internal needs (Lin et al., 2003). Therefore, it is based on a desire to pursue an activity
that does not entail external rewards (Lepper et al., 1973). For instance, intrinsic motivation
could include a genuine interest in the subject or a sincere desire to promote health. The other
type of motivation extensively studied by scholars, extrinsic motivation, is based on an outward
orientation (William et al., 2000). Extrinsic motivation is triggered by rewards or punishments
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(Lin et al., 2003). For example, actions done by external factors, like financial benefits or social
recognition could be considered as actions caused by extrinsic motivation.

Effect of Extrinsic vs. Intrinsic Motivation

Many scholars have studied intrinsic vs. extrinsic motivation in relation to
Self-Determination Theory. According to Ryan and Deci, Self-Determination Theory explains
that all humans have three basic psychological needs—autonomy, competence, and
relatedness—that control growth and evolution (2017). Scholars have shown that intrinsic
motivation satisfies the basic needs of autonomy, competence, and relatedness. For example,
intrinsic motivation could help to make people feel competent by pushing them to pursue
challenges. Lin et al., also point out that intrinsic motivation increases competence and autonomy
because intrinsic motivation leads to “interest in the subject matter, enjoyment of challenge, or a
sense of making progress, and increasing mastery” (Lin et al., 2003, p. 252).

Also, if one has an internal motivation to contribute to the community, they will satisfy their
needs for relatedness, because they would genuinely be concerned about other people and
empathize with other individuals. In essence, intrinsic motivation reflects people’s natural
growth tendencies, develops satisfying relationships, strengthens talents and potential, helps
people connect with the larger world, and maintains a sense of physical fitness and health
(Vansteenkiste et al., 2007).

However, extrinsic motivation does not fully satisfy the basic needs defined by Self
-Determination Theory. In fact, extrinsic motivation may even deter an individual from satisfying
their basic needs. For instance, it might deter individuals from satisfying their competence by
promoting a “narrow-focused” approach to their goals (Vansteenkiste et al., 2005, p.774).
Furthermore, extrinsic motivation is limited to the person’s engagement and ambitions towards
that goal. Therefore, there is a limitation to how much individuals will push themselves for a
certain goal compared to people with intrinsic goals. Unfortunately, extrinsic motivation may
promote shallow learning because extrinsic goals distract people from the task and drive people’s
attention to the external factors that they are worried about (Vansteenkiste et al., 2005).
Moreover, extrinsic motivation doesn't satisfy autonomy because extrinsic motivation is based on
extrinsic goals imposed by other people, weakening one’s willingness for self-determination and
choices (Deci & Ryan, 1991). Lastly, extrinsic motivation does not satisfy relatedness because
extrinsic motivation leads people to objectify other people they interact with (Vansteenkiste et
al., 2005). In essence, people who are influenced by extrinsic goals have lower life satisfaction,
lower self-actualization, and higher anxiety (Kasser & Ryan, 2001).

Experiments Related to Extrinsic vs. Intrinsic Motivation
Intellectual Tasks

One of the first studies that were conducted related to intrinsic and extrinsic motivation is
a study conducted by Dr. Harlow. Dr. Harlow placed puzzles in cages and observed monkeys’
behaviors. Even without any extrinsic reward, the monkeys voluntarily played with the puzzles
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and eventually learned how to crack the puzzle (Harlow, 1950). However, when the
experimenters introduced raisins and started to reward monkeys using raisins on a different
group of monkeys, the monkeys demonstrated poor performance in the puzzle-solving task
(Harlow, 1950). Other scholars have investigated the effects of extrinsic vs. intrinsic motivation
on academic learning tasks. For instance, a study conducted by Vansteenkiste et al., indicates that
intrinsic goal framing enabled students to do better in conceptual learning compared to those
with an extrinsic goal. The study showed that the harmful effect of extrinsic goal framing on
conceptual learning is a result of students focusing more on social image and recognition rather
than learning about the conceptual material (2005). This attitude led them to get distracted from
the activity itself. Also, the results indicate that extrinsic goal framing is not effective in helping
students retain a conceptual learning topic for a long term (Vansteenkiste et al., 2005).
Furthermore, a study conducted by Lin et al., showed similar results (2003). In their experiment,
the researchers used questionnaires to measure students’ intrinsic and extrinsic motivation using
separate items for both intrinsic and extrinsic motivation. Specifically, students were asked to
rate the following statements to measure their intrinsic motivation: “I prefer work that is
challenging” and “I prefer coursework that arouses my curiosity, even if it is difficult” (Lin et al.,
2003). To measure students’ extrinsic goal motivation, they were asked to rate the degree to
which they agree with the following statements: “Getting good grades is my main goal for this
course” and “A good grade in this course is more important to me than what I learn from this
course” (Lin et al., 2003). The results confirmed that students who had high intrinsic motivation
and medium level of extrinsic motivation had better grades than those who had low or high
extrinsic motivation (Lin et al., 2003).

Fitness & Wellness

Moreover, the effect of intrinsic and extrinsic motivation was studied in the context of
fitness and wellness related behaviors. Vansteenkiste et al. conducted an experiment on fourth to
sixth grade secondary school students (2004). The participants were given either an extrinsic or
intrinsic motivation before learning an Asian sport, tae bo. Specifically, students in the intrinsic
motivation group were told that taec bo was good for their health. On the other hand, the extrinsic
motivation group was told that tae bo helped them remain attractive to others. The researchers
predicted that intrinsic goals would produce better performance due to its closer relationship with
basic psychological needs such as autonomy, competence, and relatedness. The results aligned
with their prediction: people in the intrinsic motivation group performed better than those in the
extrinsic motivation group (Vansteenkiste et al., 2004). Also, the students demonstrated more
persistence and voluntariness towards the activity, taec bo (Vansteenkiste et al., 2004). Another
study conducted by Gagne and Deci showed a similar result. The researchers assigned grade 5s
and 6s with either intrinsic (promoting health) or extrinsic motivation (physical attractiveness)
after giving them a book that promoted physical exercise. They checked with the students after
10-weeks, 30-weeks, 1-year and 2 years. The result showed that the students’ eating habits were
positively affected by the task regardless of the type of motivation they were assigned to.
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However, in the long run, the results were different. Students with intrinsic motivation had kept
the same behavior for 2 years while students who were assigned with extrinsic motivation had
not continued to improve their eating habits.

Job Environment

Lastly, intrinsic and extrinsic motivation also affects people’s actions in the job
environment. For instance, employees who were assigned intrinsic motivation showed better job
performance compared to those who had extrinsic motivation (Broeck et al., 2008). Furthermore,
a study by Malik et al. on 220 employees in a company also showed similar results (2019). The
results indicated that intrinsic motivation increased radical creativity, a set of ideas that
drastically differ from existing ideas, but not incremental creativity, a set of ideas that are based
on minor changes and improvements of current practices. However, this effect was moderated by
the personal characteristics of the employees. Employees with high learning goal orientation
were significantly affected by intrinsic motivation while employees with low learning goal
orientation were not as greatly affected by intrinsic motivation. On the other hand, extrinsic
motivation increased incremental creativity while it did not increase radical creativity.
Specifically, extrinsic motivation increased incremental creativity when the person had a
high-performance goal orientation.

Future Areas for Research

There are several topics related to intrinsic versus extrinsic motivation that could be
researched in the future. One potential area of research could be the effect of intrinsic versus
extrinsic motivation on different types of sports. For instance, we can examine the effectiveness
of the two motivations in a team sports environment versus an individual sports environment. I
would hypothesize that extrinsic motivation would be more effective in a team sports
environment compared to an individual sports environment because an extrinsic goal allows
players to work towards the same goal, improving communication and teamwork among players.
On the other hand, for individual sports, intrinsic motivation would lead to more successful
outcomes because players are working towards goals that will satisfy their own needs and do not
have to share the goal with other people. Also, we can study the different implications of
intrinsic and extrinsic motivations in performance-based sports such as dancing versus
result-based sports such as soccer. I would predict that for dancing, extrinsic motivation would
be more effectual because the goal of the sport is to impress the judges, which is an external
goal.

Furthermore, more research related to specific circumstances that may alter the effect of
intrinsic and extrinsic motivation should be conducted. For example, if there is a ballet dancer
that needs to earn money for a living, would extrinsic motivation be a better way to promote
performance?

Another area of future research could be about whether the entities that give the intrinsic
and extrinsic motivation moderate the efficacy of the motivation. Some questions we might ask
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include: “Can the personality of a coach or a teacher influence the impact of extrinsic goals?”
For instance, for a harsh coach, extrinsic goal promotion may be more beneficial than intrinsic
goal promotion because extrinsic goals promoted by harsh coaches can induce fear that would
improve performance. However, extrinsic goals promoted by kind coaches will not induce much
fear which would decrease the effectiveness of the extrinsic goal.

Lastly, we can also learn if the influence of intrinsic vs. extrinsic motivation could be
different based on people’s personalities. Individuals with greater focus on social image might be
more influenced by extrinsic motivation and vice versa. These research questions would be ideal
to examine for a deeper understanding of both intrinsic and extrinsic motivation.
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How to Become a Sports Agent By Daniel Contreras

Abstract

Agents in the NFL play a crucial role in the careers of their clients, ensuring fair
assessment of their value, suitable contracts, and easing the transition from college to the NFL.
The purpose of this research is to gain a deeper understanding of what it takes to become a
successful sports agent. To gain this understanding, I will research the best practices employed
by NFL agents in supporting their clients, while highlighting both strong and weak examples
from recent NFL history. The key findings of this research indicate that agents must have a
mixture of qualitative and quantitative skills to support their clients. By doing this research, I
will better understand the tools I need to pursue a career as a sports agent.

Introduction

Businessmen, lawyers, contractors: these are all words that can be used to describe a
sports agent. Sports agents have a rich arsenal of talents that provide them with myriad
opportunities for success. Additionally, experienced agents can be paid handsomely while still
enjoying numerous new experiences, resulting in “sports agent” becoming one of the most highly
sought after professions today (SportsManagementDegrees.com). Despite a plethora of people
hoping to earn the job, many fail to achieve the title. This is because there are many key steps to
be taken before one can even be considered for the job.

For as long as I can remember, sports have been a substantial part of my life. My dad
played both high school and college football and always hoped that my brother and I would do
the same one day. My brother and I were both lucky enough to do so at Mater Dei, the top high
school football program in the nation. The past two years at Mater Dei have only further fueled
my passion for football. The majority of players on our varsity team play college football, and
many of them go Division 1. One of the reasons I feel so lucky to go to this school is because of
the friendships and connections I have built. These are connections I believe I will be able to
utilize in the future for not only my own benefit, but also for the benefit of my teammates as
well. It would be a dream come true to be able to represent my own friends either in college
football or even in the NFL, which is why I am writing this research paper. [ hope to analyze
real-life situations and learn lessons from successful agents of the past and present. In doing so, I
will identify what traits athletes look for when hiring an agent and, eventually, be able to mimic
them.

Both of my parents have backgrounds in business and seem to genuinely enjoy their jobs.
This is yet another reason why I am drawn to the idea of becoming a sports agent. I am also
interested in becoming a lawyer and feel sports agents represent the best of both worlds.
Although I have played football for the majority of my life, I have not always enjoyed watching
games. In the past couple years, however, I have become captivated with the Los Angeles
Chargers and have a blast watching Justin Herbert make plays. During the 2022-2023 season, I
began to wonder when Herbert was going to get paid. I started to do some research and noticed
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the significant upward trend in QB contracts. I really enjoyed doing this research and began to
wonder what it would be like to do such research for a living.

Last year, I was lucky enough to attend a Chargers mini-camp with my family and was
fascinated by how seamless the college to NFL transition seemed for the rookies. I am interested
in learning more about that transition, which is why I will analyze how agents handle such
situations in this paper. Lastly, this mini-camp sparked one more question in my mind: How do
coaches and scouts assess player value? This research paper will be broken down into three
sections. These three sections will include the transition from college to NFL, how to assess
player value, and how to negotiate contracts, ultimately aiming to tackle the question: What does
it take to be a successful NFL agent, and how do you get there? In order to become a successful
sports agent in the NFL, one must master the transition from the amateurs to the pros, the ability
to assess player value, and the ability to negotiate player contracts.

Transition from College to NFL

The transition from college football to the NFL can prove challenging for many athletes.
It is during this time, more than ever, that athletes need someone to guide them through the draft
process. Athletes need somebody who can give them advice on bolstering their draft stock and
securing potential endorsement deals. They need an agent. Agents come in all different shapes
and sizes. Some agents come from large, well-known agencies, such as CAA, Wasserman, and
Athlete’s First, while others come from less-known, boutique agencies, such as World Class
Sports and Landmark Sports.

One example of a popular agency is Athlete’s First. Athlete’s First has managed to
produce eight superbowl MVPs and 115 first round picks, while still maintaining a 12:1 player to
agent ratio. Furthermore, Athlete’s First is in control of $2 billion worth of athlete contracts,
making it the most substantial agency in the entire league. On the other hand, one of the largest
agencies in college football goes by the name of Powerhaus and is run by Trae Smith, a former
UCLA quarterback and wide receiver. This college football experience helps Smith create a
connection with athletes as well as build an agency that both understands players’ struggles and
tailors their services to players’ individual needs.

The key difference between college and NFL agents is that college agents now have to
adjust to the new Name Image and Likeness (NIL) rules. As Nelson Granado of Forbes magazine
explains, modern-day agents must master skills that the agents of the past did not, “such as how
to build fans across social media platforms and how to monetize influencer status” (Granados 2).
Athletes no longer want to remain limited to success on the field. Through growing their
presence on social media, they can influence millions of fans and set themselves up for a
prosperous life after football.

In just one year, Trae Smith has managed to recruit 40 athletes, including quarterback
Jake Haener, who was just recently drafted in the 4th round by the Saints. Athletes like Caleb
Williams are now recognizing the significance of NIL and enlisting the help of marketing and
communication firms, such as Smith & Company, to develop plans for their future. Just recently,
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Williams landed a multi-million dollar deal with Neutrogena, officially completing the second
largest NIL deal in college football history. Deals like these are not easy to accomplish, however,
and social media presence is not the only skill agents must master. Smith also discusses the
importance of personalization, financial literacy, and evidence-based representation decisions.
Any deal an athlete makes will in some way impact their public image, whether it is for the
better or worse. Personalization focuses on finding endorsement deals for athletes that both
interest them and reflect their values. Additionally, athletes may not be well-educated on the
terms and clauses contained within legal documents, and this is why it is crucial agents educate
their athletes on these matters. Using this knowledge, athletes can better gauge the potential
benefits of any deal and determine whether or not they are interested. Lastly, evidence-based
representation decisions are essentially when agents use data to calculate the current NIL value
of an athlete and project any potential growth. Through this process, agents can determine their
strongest potential clients.

Some agents even work on their own as freelancers. This is why it is so important to
understand the pros and cons of each kind of agent. While a popular, widely-praised agent may
seem attractive, they may not have as much time for their clients. This is why many athletes
flock to smaller agencies that boast higher agent-to-client ratios, making the athletes feel more
important. Despite agent-to-client ratios, however, these smaller agencies may not provide the
same opportunities that a larger agency might. For example, a larger agency may have more
connections outside of football and give players opportunities to land big-time endorsement
deals, as well as grow their public reputation. All of these factors are important for the athletes to
consider, as they not only want to succeed in the present but also hope to set up their families for
a future after football.

Once an agent has agreed to partner with a client, they must begin preparing him for the
NFL. Any good agent must be able to bolster their client’s draft stock, secure a reasonable
contract, and ensure their client is in contact with teams that would best put his talents to use.
Additionally, any agent who worked with an athlete in the NCAA during their college career
may not force athletes to retain their services in the NFL (Frieser 10). NIL is essentially creating
more opportunities for sponsors to pay athletes while they are still in school. As a sports agent
explains to Front Office Sports, “If they give you $100,000 in August, and you don’t become a
client when they turn pro, you have to pay that $100,000 back” (Perez 13). Because of these new
NIL regulations, agents are trying to ensure that they end up maintaining their clients throughout
their transition to the NFL. This is why it is during the draft process, more than ever, that an
agent must prove they can help their client succeed.

As soon as players see their names on a draft board, they become anxious. They worry
about what team will draft them, what round they might be drafted in, and how much money
they will make. This is why it is key for an agent to comfort their client and ensure he does not
become caught up in the pre-draft buzz. In an interview with Front Office Sports, CJ LaBoy, a
senior vice president at Wasserman Media Group, emphasizes that “the best way to manage those
expectations is just being very honest and transparent about the information that you have and
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the realities of the draft and how things could unfold” (Perez 17). At the end of the day, athletes
need to hear the truth, and a skilled agent should be able to provide them with that. Once an
agent has done this, athletes will have realistic expectations and won’t be as upset if they don’t
get drafted as high as they would’ve liked. The draft should be an enjoyable experience for
athletes, and it is an agent’s job to make sure it is.

Another key skill an agent must have is the ability to build connections with NFL teams.
Most NFL teams do not know or even trust most agents. This is why it is so imperative that an
agent can build a trusting relationship with teams. According to Erik Burkhardt, co-head of Roc
Nation Sports’ football division, “You can’t help every time, but if you can influence a pick by
one spot, that covers the agent’s fees for a player’s entire career” (Perez 28). Clearly, these
connections can pay off significantly and set up both players and agents to be successful for a
long time. Furthermore, this strengthens the relationship between a player and his agent because
a player will recognize his agent’s ability to help him succeed. Thus, through keeping a player’s
draft expectations grounded and building strong relationships with teams, agents can accomplish
great things for players and for themselves.

Assessing Player Value

The ability to assess player value is an essential skill that all agents must master. Through
assessing player value, an agent can determine a player’s talents and find a team that requires
those talents. For example, a strong, bull-dozing running back like Derrick Henry may be
extremely useful to a team like the Tennessee Titans; however, his skills may not be as useful on
a team like the Los Angeles Chargers, who run a more pass-heavy scheme. Through matching
players with the right teams, agents can help their clients earn the money they deserve and have
their skills be put to use at the same time. Despite this, it is important to remember that looks are
not everything when assessing player value. At the end of the day, statistics are what truly matter.
While players such as DeSean Jackson can make a big play every now and then, if they fail to
put up consistent numbers, then a team cannot truly rely on them.

To aid in the evaluation of such players, analysis systems such as the Approximate Value
(AV) have been developed. AV, which was developed by Pro-Football-Reference (PFR) founder
Doug Drinen, takes both the number of offensive points scored and the number of defensive
points allowed and compares them to the league averages. 45% of the offensive points are
allocated to the offensive line, while the rest are allocated to skill positions. On the other hand,
67% of defensive points are allocated to the defensive line, with the remaining 33% left for the
secondary. The main difference for the defensive point system is that All-Pro awards, tackles,
interceptions, fumble recoveries, and defensive touchdowns are also taken into account. Lastly,
AV compares an individual player’s contribution to the team’s success and estimates the overall
influence of their position. Although AV is a very efficient system, it is certainly not perfect. The
defensive point system raises some important questions such as: “Do specific position values
become skewed based on greater opportunities for tackles at positions such as linebacker?” and
“Does the NFL value linebackers as much as AV suggests they should?”
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Running backs and linebackers have been undervalued for a long time now, and they are
starting to fight back. Modern running backs and linebackers have evolved greatly from those of
the past. Running backs, for example, are no longer tackling dummies whose sole purpose is to
push the pile. Two prime examples of these evolved running backs are Dalvin Cook and Austin
Ekeler. Both possess the ability to make plays on the ground and in the air, as well as provide
solid pass protection for their quarterbacks. Despite these skills, neither player has received a
large extension yet. On June 1, 2023, Cook was released by the Minnesota Vikings and remained
a free agent for much longer than expected by anyone in the league. Moreover, even after clearly
expressing his desire for an extension or at least a restructure in his contract, Ekeler has received
neither. The halt in negotiations has led Ekeler to set up a Zoom meeting with the NFL’s top
running backs to discuss the deflated market. The reason teams are so hesitant to offer running
backs large contracts is because most running backs have short-lived primes. In a study
conducted by Brown University, head acceleration and hit direction were used to calculate an
overall score of exposure called HITsp that can help predict concussions. On average, running
backs had the highest HITsp at 36.1, followed by quarterbacks at 34.5 and linebackers at 32.6.
Running backs are simply not built to last forever, and it is difficult for them to perform at a high
level for more than a few seasons. Moreover, running backs are less likely to want to stay in the
league for long because of the potential mental health issues that concussions can pose.

After Ezekiel Elliott’s stellar performance in the 2018 season, he earned himself a
six-year, $90 million contract. Following this massive extension, Elliott had a considerable
decline in his overall performance and struggled to stay on the field due to a multitude of
injuries. He went from 12 touchdowns in 2019 to only six in 2020. Furthermore, he rushed for
1,357 yards in 2019, but failed to pass 1,000 in 2020. When a team gives a running back a large
extension, they are placing a lot of faith in him, and the reality is that most running backs just
cannot stay reliable for a long time. Running backs such as Cook and Ekeler recognize this,
which is why they are so eager to secure large contracts as soon as possible.

2000

Ezekiel Elliott Extension

1500

1000

Elliott's Rushing Yards

500

2016 2017 2018 2019 2020 2021 2022

NFL Seasons

*Note that Elliott was limited to just 10 games in the 2017 season due to suspension

204



Linebackers have always played a key role in any defense, and their impact has only
grown more substantial with the increase in linebacker/defensive end hybrids such as T.J. Watt.
Although quarterbacks are widely considered the most valuable position to any team, there is
certainly an argument to be made that linebackers like Watt are just as valuable, if not moreso.
According to NFL research, “Pittsburgh allowed the fewest total yards per game (272.9) in the
NFL from Weeks 10-18 after Watt's return from a torn pectoral and knee injury -- more than 100
yards less than the Steelers allowed without him” (Gordon 3). Watt clearly plays a paramount
role on the Steelers defense and can be the deciding factor between a win and a loss. His ability
to stuff the run game forces teams to pass against a strong Steelers secondary, ultimately
increasing the likelihood of an interception. Watt doesn’t just impact the run game, however.
NFL research also demonstrates that, with Watt on the field, the Steelers allowed just 16.9 points
per game and 288.8 total yards, posting 32 sacks and 18 takeaways in 10 games. On the other
hand, without Watt on the field, the Steelers allowed 25.3 points and 389.9 yards a game, and
tallied just eight sacks and five takeaways in seven games (Gordon 7). Evidently, Watt impacts
multiple aspects of the Steelers defense and is without a doubt their most valuable player. This is
why Watt believes he deserves a substantial contract and to earn just as much as the league’s
premier quarterbacks.
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Every player has strengths and weaknesses, and it is an agent’s job to identify those
strengths and take advantage of them. Malik Willis was one of the top quarterback prospects in
the 2022 draft, and many expected him to be selected with the 8th overall pick by the Atlanta
Falcons. After all, the Falcons were in need of a quarterback, and Willis is a former Atlanta
resident. Despite the two seeming like a perfect fit, Willis ended up falling to the third round,
where he was ultimately selected by the Tennessee Titans. This was because, although Willis put
up eye-popping statistics in college, he never competed on the high level that other quarterbacks,
such as Kenny Pickett, played on. Following Willis’s selection in the third round, NFL sports
writer lan Rappaport explained, “Everybody loves the talent, but the offense he plays in is so
simple. There are questions [about] how quickly could he get acclimated to the NFL?”
(Camenker 6). When assessing player value, it is important to understand the scheme one’s client
plays under. This ultimately allows an agent to find an environment in which their client will
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thrive. Fundamentally, it is an agent’s job to ensure their client feels comfortable on his team, is
in a position where he can maximize his potential, and is earning the money he deserves.

Negotiating Player Contracts

Negotiating player contracts is a key aspect in the success of any sports agent. An agent
must not only be thoroughly versed in the clauses and terms contained within each contract, but
they must also demonstrate remarkable negotiation skills. Once an agent can juggle signing
bonuses, along with incentives and guarantees, they can begin working towards a compromise.
Ideally, an agent can create a situation that leaves both athletes and organizations satisfied, along
with room for restructuring in the future.

For an agent to master their negotiation skills, they must have a first-rate education. This
is why many agents choose to not only study business, but law as well. Both fields of study play
a significant role in the negotiation process. Sports law encompasses a variety of coursework in
trademarks, endorsements, labor negotiations, and, of course, contracts. Using a system that
allots points to each school based on average student-to-teacher ratios, as well as average
graduate tuition rates, SportsManagementDegrees.com has created a top 20 ranking of sports law
programs. The Thomas Jefferson School of Law earned first place with 8 points, boasting a 9:1
student to faculty ratio and an average graduate tuition of $26,400/year, while the University of
Mississippi earned second place with six points and a 17:1 student to faculty ratio, as well as an
average tuition cost of $25,000/year. These exceptional student-to-teacher ratios make it
significantly easier for students to contact their teachers and receive help in areas where they
may be struggling. Additionally, these reasonable tuition costs make sports law education much
more accessible to students and reduce the likelihood of student debt. To add on, within the
Mississippi J.D. (Juris Doctor) school, there is a program that focuses specifically on sports and
entertainment law. This equips students with a considerable edge on other schools that follow
more broad law programs. Fundamentally, because of their sensible tuition costs, focused
programs, and outstanding student to faculty ratios, the Thomas Jefferson School of Law and the
University of Mississippi are certainly schools worth considering for any student hoping to
become an agent.

When it comes to negotiating player contracts, timing is one of the most important skills
an agent must possess. In an interview with CNBC, Kim Miale, an NFL agent who, back in
2020, helped offensive tackle Ronnie Stanley secure a substantial contract with the Ravens,
explains, “So you want to go in and ask for a raise after you’ve just had a huge win because it
creates leverage (...) or, if you just finished a bunch of big projects for the company then you can
go in and ask for a raise then” (Connley 8). Stanley’s contract came at the perfect time, as he had
just finished a solid season and played a large role in elevating the Ravens’ run game.
Furthermore, Miale understood that, because of the increased number of injuries in the 2021
season, which were largely due to the pandemic delaying training camp, the NFL salary cap was
likely going to take a considerable hit in the coming season. This is why it was so crucial that
Stanley secure his contract before this cap hit came into effect. Secondly, Miale goes on to
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highlight the importance of research and past examples of an athlete’s contributions, “It’s critical
that you enter any salary negotiation meeting with ample knowledge about the pay range for
your role, as well as concrete examples of the big wins you’ve had at the company” (Connley
11). If an agent is able to provide specific statistics, such as the fact that Stanley allowed zero
sacks in 2019, and remind teams of any awards an athlete may have earned, such as Stanley’s
Pro-Bowl and First-Team All-Pro selections, teams will likely be far more inclined to offer a
reasonable contract. In addition, an agent must ensure they are familiar with recently signed
contracts at their client’s position, to avoid making unreasonable demands and discrediting not
only themselves, but their client as well. Lastly, Miale stresses the value of flexibility. She points
out that, although average yearly salary is important to consider, “the most important thing in
terms of the contract was going to be the upfront money and the guaranteed money” (Connley
16). Contracts contain a multitude of key clauses, and, while annual salary is usually the number
that makes the headlines, if these other clauses are ignored, a contract may not be as
exceptionally negotiated as it seems. An injury guarantee, for example, can help ensure Stanley’s
financial security in the event of an injury. Moreover, the fear of Stanley being cut due to a
potential decline in his play is alleviated by the cap guarantee that the contract stipulates.
Essentially, through taking timing, player accomplishments, and guaranteed money into
consideration, an agent can make certain that their client will earn the money they deserve and
remain financially secure.

Despite the vast pool of experience and education many agents boast, there are still a
number of athletes that believe they are better off representing themselves. Lamar Jackson, for
example, has represented himself since he entered the league. Throughout the earlier part of this
offseason, Jackson and the Ravens had reached a deadlock in contract negotiations. While the
Ravens simply wanted to franchise tag him, Jackson believes the fact he won MVP, paired with
the eye-popping numbers he has put up the past couple seasons, merit a substantial extension.
However, Jackson was not helping his odds of reaching such an agreement. Rather than focusing
his energy on negotiations, he spent his time clapping back to hateful comments on Twitter. As
Michael Rosenberg of Sports Illustrated writes, even if Jackson is right on every account, “it
doesn’t matter. He is fighting the wrong fights with the wrong people, and all he is really proving
is that this is why players hire agents” (Rosenberg 1). Twitter outbursts like these portray
Jackson as a volatile player and a potential locker room cancer, which can make the Ravens
hesitant to offer him a large extension. On the other hand, if Jackson had an agent, they would
have advised against such tweets and to stay patient throughout the process, increasing his odds
of receiving the contract he wants. In the end, Lamar did end up receiving a massive five-year
$260 million with $138 guaranteed; however, he likely could have earned even more money with
the assistance of an experienced agent.

Conclusion

Over the course of this research paper, a multitude of topics have been discussed, with
each topic playing a vital role in the success of hopeful sports agents. The transition from college
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to NFL section, for example, started off by going over the qualities athletes look for in an
agency. Some of the essential qualities included a high agent-to-athlete ratio as well as financial
opportunities outside of football. NIL, for instance, is a great outlet through which athletes can
monetize their talents and grow in popularity. It is an agent’s job to aid in this process through
educating athletes on financial literacy and help ensure they are accepting partnerships with
organizations that reflect their values. This section then went on to emphasize the need for an
agent to set realistic pre-draft expectations. In doing this, agents can help make the draft an
enjoyable experience for their players, rather than something to stress about.

The next section on assessing player value discussed the integration of data analysis
systems such as Approximate Value (AV) into the NFL and how they can help teams determine
which players are making the most substantial contributions on both sides of the ball. These
systems are flawed however, and do not give enough credit to particular positions, leading one to
wonder which positions are currently undervalued. For instance, running backs and linebackers
have evolved from the former hit-men and tackling dummies they used to be. The issue,
however, lies in the fact of injury risk. Linebackers and running backs often face a plethora of
injuries that inhibit their success and career longevity, which is why teams are fearful to offer
them sizable contracts. Additionally, this section examined Malik Willis’s fall in the 2022 draft
and arrived at the conclusion that it was likely a result of the conference in which he played in
college. Liberty University, where Willis played, competes outside of the Power Five
conferences and does not face many fierce opponents or run a particularly complex scheme.
Understandably, teams doubted whether or not his astonishing statistics would translate, causing
him to fall significantly in the draft.

The final section of this paper illustrated fundamental negotiation skills along with
examples of their use in the league. These three key skills - timing, background knowledge, and
flexibility - allowed agent Kim Miale to secure an excellent contract for her client, Ronnie
Stanley. Furthermore, this section demonstrated the potential damage an athlete, such as Lamar
Jackson, can do to his career without the counsel of an experienced agent. Although Jackson
ended up coming to terms with the Ravens on an extension, many athletes are not as fortunate
and require an agent’s assistance. In addition, this section reviewed some of the top sports law
schools in the nation, as well as the highly regarded programs they offer. This information will
help establish a path for hopeful agents to follow.

Throughout my time writing this research paper, I have certainly learned a lot. I have
found a new appreciation for the sports agency world and now know for sure that this is a career
I would like to pursue. Moreover, I feel like I have a clear path set before me and have a better
idea of which schools I would be interested in attending. To add on, I am now well-educated on
some of the largest and smallest agencies across the country and can begin working towards
potentially earning an internship at one of them. I will take Miale’s advice and master my
research skills so I will easily be able to learn all there is to know about any potential client I will
have in the future.
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My hope is that this research will inspire readers to pursue a career in sports business and
help break down the necessary steps to becoming successful. I do not believe, however, that this
paper can only benefit those interested in sports business. I believe that this paper verses readers
in a number of life skills, such as networking, researching, and negotiation, which all go beyond
sports business. Ultimately, writing this research paper has only reaffirmed my dream of
becoming a sports agent, and I hope it can do the same for anyone reading it.
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Exploring the Role of the Vagus Nerve in the Microbiota-Gut-Brain Axis By Kangyun Kim
and Gudisa Tufa

Abstract

The vagus nerve is a large cranial parasympathetic nerve involved in motor and sensory
functions in visceral organs from the pharynx down to the colon. It plays an instrumental role as
a liaison in the microbiota-gut-brain axis, where it is involved bi-directionally through afferent
and efferent fibres that interact with both peripheral and central nervous systems. This paper is
an exposition of current research on the functions performed by the vagus nerve in the
microbiota-gut-brain axis, drawing information from literature reviews and original experimental
studies in mammals. We review the neuroanatomical pathways of the nerve, its mechanisms of
signalling information from the microbiota in the gut through afferent fibres, and finally explore
the cholinergic anti-inflammatory pathway through efferent fibres and serotonin and GABA act
as mood modulators. Recent research indicates that efferent fibres significantly contribute to
anti-inflammatory responses through acetylcholine and the modulation of mood-regulating
neurotransmitters like serotonin and GABA from the gut to the central nervous system; the four
nuclei of the medulla oblongata and the nodose ganglion serve as key neuroanatomical pathways,
facilitating the multifaceted sensory and motor functions of the vagus.

Introduction

The human body is an intricately interconnected system where various physiological
processes orchestrate a harmonious symphony. Among these many interwoven harmonies, the
bidirectional flow of signals across the gastrointestinal (GI) tract, the brain, and the nuanced
roleplay of microbiota constitutes a remarkable avenue of study. The microbiota-gut-brain
(MGB) axis, a complex network of interactions of three major pathways endocrine, immune,
and, within the focus of this paper, neural, has garnered substantial attention from the scientific
world due to its pivotal role in maintaining physiological homeostasis and influencing various
aspects of human health and behaviour.

The MGB axis is a communication between the trillions of microbes in the GI tract with
the gut and the brain via multiple pathways, particularly that of nerves in the autonomic nervous
system (ANS) (Bonaz, Bazin, et al.). Including the vagus nerve and the enteric nervous system
(ENS), significant afferent signals are sent from the GI tract to the brain's ganglia, transmitting
the signals to the central nervous system (CNS). As communication in the MGB axis is
bidirectional, efferent signals are sent to the CNS, which indirectly or directly changes the levels
of digestive inflammation and intestinal permeability in the gut.

Situated at the epicentre of the sophisticated web that makes up the MGB axis, the critical
vagus nerve is located, which is a form of neural connectivity that allows the bidirectional
communication between the GI tract and the CNS (Carabotti et al.). The vagus nerve also known
by its scientific name the tenth cranial nerve, the vagus nerve emulates from the medulla
oblongata which possesses afferent and efferent fibres extending through the visceral organs
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(Cryan et al.). The vagus nerve is closely associated with autonomic control, although its impact
and role goes beyond cardiac and respiratory control to include gastrointestinal neural networks.
Here, it embeds itself and forms a link with the ENS of the gut, acting as a medium for the
conversion of microbial stimuli into neural impulses that are then transmitted to higher centres
(Carabotti et al.).

The vagus nerve’s sensory fibres engage with various signals from the gut’s microbial
inhabitants. Here, microbial metabolites which can range from short-chain fatty acids to
bioactive molecules such as substance P, travel through afferent fibres, ascending to the
brainstem for the process of integration into autonomic and cognitive networks (Bruning et al.) .
This transduction of microbial cues into neural signals precipitates multifaceted outcomes from
immune modulation to mood regulation. Therefore, the vagus nerve emerges as an important
component of the monitoring of the gut’s microbial milieu and the relayer of information to the
CNS (Breit et al.).

In the scope of our paper, we explore the literature available on the vagus nerve in the
context of the MGB axis. This includes a general explanation of the structure and function of the
vagus nerve as well as how certain neurotransmitters impact the outcomes of both afferent and
efferent pathways. Foremostly, it is necessary to outline the neuroanatomical pathways of the
vagus nerve. This is to elaborate on its origins and motor nucleus, which is instrumental in
projections to organs like the heart, lungs, and hose of the digestive system. Secondly, we
explore vagal signalling in MGB communication because of the interaction with the ENS and
interplay with neuropeptides. Lastly, we investigate the vagus-microbiota-brain (VMB) axis and
neurotransmitter modulation as the release of specific neurotransmitter has certain effects on
inflammation, and the modulation of some of these neurotransmitters potentially affect mood and
behaviour.

The first section discusses neuroanatomical pathways of the vagus nerve. Here, it is
apparent that the vagus nerve, the largest cranial nerve, is meant for sensory and motor functions
as it is 80% afferent and 20% efferent (Bonaz, Bazin, et al..; Perello et al.). It also becomes
evident that the nerve has four nuclei in the medulla oblongata that extend their efferent fibres to
different organs for motor function purposes. This segues into how the cyclical relationship in
the MGB axis depends on afferent and efferent fibres of the vagus nerve to transmit signals
between the three via the various nervous systems which allow for changes in one neural
direction to affect the other. Notwithstanding, changes made in the afferent direction are given
more focus because the vagus nerve plays a more significant role in transmitting signals from the
microbiota to the brain due to being mostly composed of afferent fibres.

In the next section of this review, the neurological components supporting the discussion
around the MGB axis will be investigated. The ENS is a network within the GI tract that exhibits
bidirectional interactions with the vagus nerve—a neurological nexus of fundamental
significance—and is the foremost of these neurological components. The interactions of the ENS
occur over numerous vagal afferent channels which enable the transfer of a collection of gut
microbial stimuli to the brainstem which acts as a neurological convergence point. Here, the
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vagus nerve utilises significant neuron activators as mediators within this afferent transfer of
information, converting the gut-originating signals into a neurological vocabulary that can be
understood by the CNS to determine bodily responses such as inflammation in the case of
acetylcholine (Forsythe et al.).

Expanding on acetylcholine’s particular significance, we explore the VMB axis, a
neurological network characterised by neurotransmitter regulation and the ensuing cholinergic
anti-inflammatory pathway. The efferent fibres of the vagus nerve act as skillful conductors of
the immune response. Within this system, the vagus nerve’s impact on immunomodulation is
mediated through the release of acetylcholine which can only occur through the cholinergic
anti-inflammatory pathway (Pavlov et al.). The molecule of acetylcholine has a wide variety of
functions including attenuating inflammatory cascades in the gut. However, the vagus nerve
itself extends beyond immunological areas encompassing emotional and behavioural areas. The
vagus nerve's control over these aspects is reflected in the modulation of neurotransmitters like
serotonin and gamma-aminobutyric acid (GABA) which are both crucial players in mood
regulation (Carpenter et al.; Pavlov et al.). These particular interactions highlight the ability of
the VMB axis to have direct areas of impact that spa not only the immunological domains but
also the physiological and physiological domains.

Neuroanatomical Pathways of the Vagus Nerve

The vagus nerve emerges from the medulla oblongata's nucleus ambiguus and dorsal
motor nucleus, creating a vast neurological circuit with multi-purposed sensory and motor
functions. Its significance within the parasympathetic nervous system denotes a crucial route for
transferring sophisticated signals between the peripheral organs and the CNS, especially within
the context of the GI tract (Kenny and Bordoni). From an anatomical perspective, the vagus
nerve presents an unusual duality with 80% of its fibres being afferent indicating that it is
primarily a sensory nerve (Bonaz, Bazin, et al.). These fibres, which are widely distributed
throughout visceral organs, form a highly specialised pathway essential for transmitting various
signals coming from the gut. This sensory pathway becomes essential to the functionality of the
MGB axis, serving as a channel for transporting microbial byproducts that travel through the
afferent fibres of the vagus nerve and in turn arise to the brainstem. In turn, the culmination of
this transduction process can be derived from the integration of the signals within autonomic and
cognitive networks (Carabotti et al.).

In the remaining 20% of the vagal nerve composition, efferent fibres originate from
specific medullary nuclei and also extend widely to various organs, including but not limited to
the heart, lungs, and GI system (Bonaz, Bazin, et al.). The vagus nerve's function as a master
regulator of autonomic activities, as well as its significant influence on the ENS, which is
intricately intertwined into the GI landscape, are both highlighted by this complex efferent
network. Due to this connectedness, the vagus nerve is positioned as the MGB axis' critical
epicentre, facilitating the bidirectional communication essential for maintaining physiological
homeostasis.
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Conclusively, the unique afferent and efferent fibres of the vagus nerve, which have their
origin in the brain, provide a neurological scaffold that is essential for coordinating intricate
interactions between the stomach, brain, and microbiota. Therefore, understanding the
neurological underpinnings of the MGB axis and its numerous effects on human behaviour and
health requires an understanding of the anatomical structure and functional significance of the
vagus nerve.

Next, the vagal motor nucleus of the medulla allows for the few efferent fibres of the
vagus nerve to be involved in cardiovascular-respiratory regulation, among other automatic
processes that include afferent fibres of both the vagus nerve and others (Baker and Lui). The
vagal nucleus contains four nuclei: the dorsal motor nucleus, the nucleus ambiguus, the nucleus
tractus solitarius (solitary nucleus), and the less vagally influenced spinal trigeminal nucleus.
These nuclei are required for chemoreception in motor and sensory functions of the vagus nerve
that dictate processes like gustation.

The dorsal motor nucleus, which acquires afferent messages from the vagus and the CNS,
has visceral efferent fibres that send parasympathetic signals to the heart and lungs and innervate
GI smooth muscles and glands (Baker and Lui). Roughly 80% of the dorsal motor nucleus
neurons allow the parasympathetic preganglionic fibres to innervate GI organs (Mussa and
Verberne). Regarding the cardiovascular-respiratory system, the ample parasympathetic signals
from the dorsal motor nucleus allows for involuntary regulation of heart rate, ventilation, and
blood pressure (Cleveland Clinic, “Medulla Oblongata”). Conversely, GI organs including the
stomach, intestines, and pancreas require the motor innervation of the dorsal motor nucleus to
operate.

Located in the reticular formation of the medulla, the nucleus ambiguus is similar to the
dorsal motor nucleus in that its projecting nerves are more or less efferent. Nucleus ambiguus’
tangible distinction is that its efferent special visceral branchiomotor fibres supply specifically
the pharynx and larynx with motor innervation for swallowing and phonation. This supply of
motor innervation to the two body parts is partially done by the dorsal motor nucleus extending
into small efferent portions of glossopharyngeal and spinal accessory nerves, respectively (Baker
and Lui).

There is also the solitary nucleus, responsible for receiving sensory signals from the heart
and sending motor signals for physiological reflexes like vomiting reflexes in unison with the
other nuclei. It receives general afferent signals from chemoreceptors and mechanoreceptors of
the carotid body and sinus, innervated by the glossopharyngeal nerve; and the aortic and
sinoatrial bodies, innervated by the vagus nerve. Along with the taste information received
separately from parts of the tongue, the sensory and motor innervations of the solitary nucleus
operate to create gag, carotid sinus, and cough reflexes (Baker and Lui). The vomiting reflex,
however, includes the other medullary nuclei because sensory information from different nerve
systems and the GI tract is sent to the solitary nucleus which acts as a distributor of the needed
motor response of emesis to these nuclei which relay the appropriate motor response to their
respective areas of innervation (Zhong et al.).
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The vagal motor nucleus and its vast projection through its various nuclei allow it to play
sensory and motor functions in the involuntary and voluntary workings of the heart, lungs,
throat, and digestive organs. It is this nucleus that makes the pathways of the vagus a valuable
nerve to regulate bodily processes, including those that relate the inner workings of the gut to the
brain.

With that said, this nature of intrinsic value to the body and the vastness of its projections
enables the vagus nerve to be vital in the MGB axis. Through its afferent chemoreceptors and
sensory ganglia, the vagus nerve sends information from the microbiome of the GI tract to the
CNS through both direct and indirect ways. Vagus afferent fibres become stimulated at their
chemoreceptors by gut endocrine cells at the epithelial layer of the GI tract—-where the vagus
does not pass—and by the microbiota in the lumen which diffuse their metabolite compounds
across that layer. Afferent fibres stimulated at their receptors exert stimuli onto the CNS via the
intermediary the central autonomic network (CAN) and simultaneously stimulate efferent vagal
fibres via inflammatory reflex, and in turn, these fibres reduce digestive inflammation and
intestinal permeability via tight junction reinforcement, indirectly modulating microbiota
composition alongside vagus-independent forms of bi-directional communication (Bonaz, Bazin,
etal.).

At this juncture, focusing on the gut-brain direction or, in other words, the afferent
interactions of the vagus nerve from the GI tract to the CNS through the sensory ganglia of the
CAN is paramount. Beginning at the GI tract, it is noteworthy that the microbiota number in
trillions and majorly reside in the colon, to which the vagus nerve extends. As aforementioned,
the connection between the vagus nerve and these microbiotas is, in most cases, indirect because
the vagus nerve does not pass through the epithelial layer, and thus, its chemoreceptors receive a
portion of the various neuroactive compounds released by the bacteria through diffusion, making
it ambiguous which microbiota release which compounds. These compounds include gut
hormones like ghrelin and cholecystokinin (CCK); neurotransmitters and neuromodulators like
GABA, acetylcholine, dopamine, and serotonin; and neuropeptides such as neuropeptide Y
(NPY) and substance P (Bonaz, Bazin, et al.).

Now understanding that various neuroactive compounds at its chemoreceptors stimulate
the afferent fibres of the vagus nerve, the responsibility of sensory ganglia in getting the message
to the CNS must be addressed. In this pathway, the vagal afferent fibres connect the gut and the
solitary nucleus, wherein the nodose ganglion acts as an intermediary station to excite the neuron
that transmits the sensory signals to the solitary nucleus in the CNS. A ganglion is a collection of
neuronal bodies in the PNS that transfer information from one neuron to the next (Guillaume de
Lartigue). Once the CNS receives the signal, the gut-brain communication is complete, and the
CNS may respond in various ways depending on the neuroactive compound sent by the
microbiota. A cyclical response may be created, where the gut secretes a hormone such as
ghrelin so that the CNS regulates satiety-related energy homeostasis, or it can end at the CNS
and cause changes in mood and behaviour, as in the case of dopamine being released (Fry and
Ferguson; Jaber et al.).
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Vagal Signaling in Microbiota-Gut-Brain Communication

The ENS system, made up of linked neurons and glial cells, has an important
responsibility in vagal signaling with respect to the MGB axis, controlling processes such as
motility, secretion, and sensory perception (Chanpong et al.). Using the vagus nerve as a
communication method with the CNS, the ENS system effectively creates a vital connection
which becomes essential in the nodose ganglion, a crucial relay site where vagal afferent fibres
interact with sensory signals from the ENS (Breit et al.; Powley). Furthermore, the nodose
ganglion delivers visceral sensory input to the CNS, initiating a process where vagal afferent
fibres originating in the gut congregate to transmit various signals from the gut’s milieu. The
various signals originate from the neuroactive substances that the microbiota as a byproduct of
this extensive process, a process of sensory transduction occurs which allots the ENS to transfer
an array of available data on the gut’s physiological and microbiological condition to the core
component of the CNS - the medulla oblongata (Zhuo et al.).

The interaction between the ENS and the vagus nerve extends beyond pure local GI
regulation; it serves as a mediator for the connection between microbial cues and the CNS. This
is achieved through the means of regulating gut processes and relaying information connected to
neurological factors such as mood and behaviour (Margolis et al.).

Returning to the vagus nerve, some examples of the MGB axis in action in afferent
pathways are yet to be discussed. Of interest are the gut hormones, ghrelin and CCK;
neurotransmitters, serotonin and dopamine; and neuropeptides, NPY and substance P for their
slightly different ways of signalling and the effects they have on the MGB axis, as well as their
effects on the body. Although both take relatively the same pathway to the CNS, they differ in
how they factor into specific processes and how they are impacted by microbiota and the gut.

Ghrelin, a gut hormone secreted by epsilon cells that line the stomach and pancreas, is
commonly known as the “hunger hormone.” Additionally, it has other properties, such as
promoting fat storage and the release of growth hormones in the pituitary gland (Cleveland
Clinic, “Ghrelin Hormone”). Furthermore, its regulation of GI functions, such as gastric acid
secretion and motility, is suggested to be performed through mechanisms dependent on the vagus
nerve. Though it is unclear whether the hormone crosses the blood-brain barrier, the metabolites
that affect it seem to be able to do so (Date; Torres-Fuentes et al.). It also strengthens this
mechanism by stimulating neurogenesis in the medulla oblongata's dorsal motor nucleus,
enabling efferent parasympathetic outflow to the GI tract (Zhang et al.). Notwithstanding, ghrelin
acts through multiple chemoreceptors, particularly the vagus's G-protein-coupled growth
hormone secretagogue receptor (GHSR) generated by neurons in nodose ganglia that are found
at the ends of the vagus in the gut (Okada et al.). Current studies suggest that the gut microbiome
produces metabolites that directly or indirectly influence ghrelin secretion at this junction
(Leeuwendaal et al.; Trivedi et al; Wellman and Abizaid.). The ghrelin stimulates the GHSR of
the vagus nerve, and the signal is taken to the nodose ganglia and then to the CNS as sensory
input to regulate processes such as glucose homeostasis in mice (Okada et al.). Essentially, this
all means that microbiota in the gut can induce appetite growth hormone production and
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maintain GI functions through their influence on the secretion of ghrelin: it is how the microbiota
enact homeostasis on bodily functions through the gut and brain neural pathways.

Another gut hormone, CCK, is secreted by the small intestine during digestion and found
in the CNS. In terms of digestion, the enteroendocrine cells of the duodenum’s mucosal lining
detect proteins and fats and, in response, trigger the release of CCK which in its namesake
directly stimulates the gallbladder to contract and release bile into the duodenum via vagal
afferent fibres (Chandra and Little). Simultaneously, it reduces appetite by activating vagal
nerves in the stomach wall and stimulating the pancreas to release enzymes (Cleveland Clinic,
“Cholecystokinin”). However, its role in the CNS is less understood. It is apparent in anxiety and
panic disorders as research suggests that CCK in the brain is positively correlated with anxiety
(Rotzinger and Vaccarino); nevertheless, more research is required on its function in the CNS.

Regarding the vagus nerve, the CCK A receptor, a primary chemoreceptor of CCK, is
localised in the nodose ganglion and dorsal nucleus that mediate the hormone’s satiety effects
(Wank). Through CCK, enteroendocrine cells, which also receive input from microbiota toll-like
receptors that discern certain bacterial products, communicate with the CNS to produce different
outputs (Bonaz, Bazin, et al.., Bogunovic et al.). This includes participating in the CNS and other
neurotransmitters in the brain to modulate behaviour with regard to anxiety and panic on top of
its digestive influence on satiety (Moran and Schwartz). CCK is involved in both digestive and
emotional functions because of its versatility as a peptide hormone in the gut and a neuroactive
compound in the brain.

Similarly, the neurotransmitters serotonin and dopamine also play a notable role in the
MGB axis through afferent vagal fibres. Though both are categorised as ‘pleasure hormones,’ the
former is associated with many physiological outcomes while the latter correlates with happiness
and reward-based motivation. Apart from their general characteristics, how they operate slightly
differs due to the nature of their production and their bodily functions.

Like CCK, types of enteroendocrine cells called enterochromaftin cells also use serotonin
to convert luminal stimuli into the chemoreceptors of such fibres to reach the CNS (Hansen and
Witte). Serotonin is produced 95% in the gut because it is made from an essential amino acid
called tryptophan that the body must ingest due to being incapable of producing it (Terry and
Margolis). Though known for its wide array of functions, those of significance to the MGB axis
are related to mood and digestion (Cleveland). Within its multiple pathways to the brain,
serotonin is secreted by enteroendocrine cells and microbiota, whereby the 5-hydroxytryptamine
receptors (serotonin receptors) and also G-protein-coupled receptors present in vagal afferent
fibres transmit the signal up to the CNS. Moreover, intestinal serotonin receptors modulate the
ENS and GI development, and CNS-derived serotonin receptors aid in modulating mood and
sleep, among other processes (Terry and Margolis). The variety of gut microbiota and their
metabolites can modulate serotonergic pathways in the vagus. For instance, introducing
Lactobacillus rhamnosus has been found to increase the firing frequency of the afferent vagus
and increase serotonin transporter levels in the GI tract of rats (Cao et al.). This demonstrates that
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serotonin, like the next neuroactive compound of discussion, is active in the afferent pathway of
the MGB axis via the vagus nerve.

Dopamine, a neurotransmitter and neuromodulator, is the primary driver of reward-based
motivation and influences cognition and satiety, among many other behaviours performed in the
CNS and PNS (Cleveland Clinic, “Dopamine”). Like serotonin, it can also act as a hormone, but
it is secreted by the adrenal gland and as a neurotransmitter by the hypothalamus. Despite this,
specific microbiota in the respective genera of Prevotella, Bacteroides, Lactobacillus,
Bifidobacterium, Clostridium, Enterococcus, and Ruminococcus are known to have a modulatory
impact on its metabolism, synthesis, and breakdown throughout the dopaminergic pathway
because of their enzymatic activity vis-a-vis dopamine receptors and transporters (Hamamah et
al.). For example, Lactobacillus johnsonii induces stimulation in the vagal sensory neurons that
innervate the GI tract, meaning that microbiota changes vagal neurochemistry to allow for
dopaminergic pathways to be activated (Tanida et al.). These microbiota play this role in the
vagus nerve and other physiological systems that affect the MGB axis, including the immune
system.

Lastly, NPY and substance P come into the picture as neuropeptides modulate all bodily
functions, including the neuroactivators mentioned thus far. Their importance in the MGB axis
cannot be overstated as they perform similar roles to these other neuroactivators and are found
everywhere and modulate those very neuroactivators.

NPY is part of a group of substances in the bi-directional MGB axis that mimics
neurotransmitters as well as gut hormones because they can attach to G-protein-coupled and
other receptors in addition to being secreted into the bloodstream (Du et al.). It is found at all
levels of the MGB axis with over five different receptor sites. Located mainly in the innervating
nerves of the GI tract, including afferent vagal fibres, NPY is synthesised and released following
their stimulation. In the GI tract, NPY is known to have a complex myriad of binding sites that it
binds to for different functions. For instance, NPY can inhibit CCK-induced contractions, stop
peristalsis in guinea pigs, and stimulate contractions of the duodenum and colon in rats (Cadieux
et al.; Dumont et al.; Holzer et al.; Krantis et al.). Not only does it impact intestinal motility, but
as a neuromodulator, NPY reduces gastric acid secretion by inhibiting acetylcholine found at
postganglionic cholinergic neurons via Y receptor pathways (Herring et al.; Tsai and Cheng).

Conversely, NPY is a significant component in the brain as one of the most abundant
peptides of the CNS. Here, it modulates noradrenaline in cortical areas of the brain under certain
conditions and plays a role in the “interoceptive regulation of anxiety and mood” (Dumont et al.;
Gareau). Within the broader context of the MGB axis, it has implications on the vitality of some
gut bacteria, behaviour, stress, food intake, and energy homeostasis (Gareau).

Distinctively, substance P is not present universally in the MGB axis as it functions only
as a neurotransmitter in the afferents of CNS and PNS, including vagal afferents. Though it has a
direct antimicrobial effect in the gut like NPY, research suggests it also has a pro-inflammatory
role in both neurons and the gut where it is highly concentrated in the intestines; it may increase
the intensity of diseases such as Inflammatory Bowel Disease and pancreatitis (Harrison and
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Geppetti). However, it is not that abundant, so its effects are not as significant as they would be if
it were as abundant as NPY. Additionally, where NPY can contract some muscles in the GI tract
in particular mammals, substance P can contract all parts of the GI tract in humans and other
mammals using the enteric motor neurons innervating the tract to release acetylcholine (Harrison
and Geppetti; Graefe et al.). Substance P interacts with vagal nerves innervating the GI tract and
produces effects in the gut and brain. However, more research is needed to understand its
relationship with microbiota in the gut.

All in all, many neuroactivators play important and particular roles through the afferent
fibres of the vagus nerve, with the entire trifecta known as the MGB axis. From gut hormones
ghrelin and CCK to neurotransmitters serotonin and dopamine to neuropeptides NPY and
substance P, all are influential actors in the gut and each acts with microbiota at some level, as
well as interacts with different chemoreceptors of the sensory vagal nerves and also secreted into
the blood as hormones.

Vagus-Microbiota-Brain Axis and Neurotransmitter Modulation

Particularly looking at the VMB, we discuss the vagus and how it influences the brain
using the various mechanisms present in the MGB axis and vice versa. Here, we discuss the
cholinergic anti-inflammatory pathway and how it involves the efferent fibres of the vagus, then
build up to investigating the broader effects of releasing acetylcholine in the gut in terms of
inflammation, and lastly, explore and elaborate on the potential of the vagus nerve in modulating
serotonin and GABA to affect mood and behaviour.

The cholinergic anti-inflammatory pathway is a neuro-immunological pathway involved
in weighing the contradictory mechanisms of immunity and anti-inflammation. Efferent fibres of
the vagus influence the pathway because of their prominence in the body's visceral organs and
their connection with the brain. This newly emerging area of research seems to show the
possibility of neuro-immunomodulation, where the brain recognizes the body in a state of
inflammation as a normal immune response and makes a decision relayed through efferent fibres
and certain neurotransmitters to neutralise and counteract that inflammation to fight off
pathogens and other bodily threats (Pavlov and Tracey). In the case of efferent vagal fibres, one
study involving rats suggests that a protective cholinergic pathway is operative under myocardial
ischemia/reperfusion (Mioni et al.). Sufficient research is indispensable to assert whether or not
this efferent cholinergic anti-inflammatory pathway is operative in circumstantial immune
inflammation or more universalized cases of inflammation. Still, the evidence suggests that such
a mechanism exists that sheds light on the VMB and MGB axes and might have more significant
implications in healthcare and pharmaceuticals.

Expanding, a future may be sought in the modulation of neurotransmitters, which is a
critical method of applicable communication between the brain, stomach, and subsequent
microbiota. One such neurotransmitter is acetylcholine. Released primarily by the efferent fibres
that make up the vagus nerve, it serves as a potent anti-inflammatory substance within the gut,
responding with a gut-specific balancing method (Bonaz, Sinniger, et al.). This primary response
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is heavily reliant on the interaction with local immune systems and immune cells (Cox et al.).
Prominently within these immune cells, the specialised immune cell receptor alpha-7 nicotinic
acetylcholine receptor (7nAChR) acts as the catalyst for the responses of acetylcholine and its
anti-inflammatory nature. 7nAChR, highly expressed within various immune cells throughout
the GI tract is activated by acetylcholine, setting up a chain reaction of anti-inflammatory
movements. This often starts with the boost in the synthesis of anti-inflammatory cytokines like
interleukin-10 (IL-10); it inhibits the release of pro-inflammatory cytokines, including
interleukin-6 (IL-6), interleukin-1 beta (IL-1p), and tumour necrosis factor-alpha (TNF-a) (Chen,
Deng, et al.; Mizrachi et al.). Effectively, acetylcholine counteracts inflammation in the gut,
acting as a balancing neurotransmitter in the gut. Additionally, acetylcholine impacts the
regulation of GI motility and secretory processes in addition to immunological modulation.
Peristaltic waves are triggered by their interactions with muscarinic receptors on the smooth
muscle cells of the GI tract, allowing chyme to flow through the digestive system effectively
(Browning and Travagli). Acetylcholine will also interact with enteroendocrine cells which in
turn trigger the release of hormones and digestive enzymes, attributing to the health of the gut.

As previously mentioned, serotonin is a neurotransmitter well known for its function in
mood modulation that is mainly synthesised within the enterochromaffin cells of the gut's
epithelial lining (Berger et al.). Here the vagus nerve takes a more proactive role, with modern
research suggesting that the vagus nerve may act as a direct pathway for serotonin impulses to
travel to the brain (Bergland). These signals would in theory then be received by
serotonin-receptor-equipped vagal afferent fibres, which then send them to the brainstem for
incorporation into more extensive emotional and cognitive networks.

GABA emerges as a crucial role in the VMB axis, particularly in anxiolysis, in contrast
to serotonin's influence over mood. The primary inhibitory neurotransmitter in the CNS, GABA,
has a calming effect by reducing neuronal excitability. Research also indicates that the vagus
nerve’s afferent fibres can modify GABAergic pathways, hence affecting anxiety and stress
responses (Hou et al). These signals affect emotional states and behavioural responses once they
interact with GABAergic circuits in the brainstem (Jie et al.).

Conclusively, the use of the vagus nerve as the key to unlocking the modulation of
neurotransmitters such as acetylcholine, serotonin, and GABA can become a source of medical
and technological advancements in the practical medical field. Within these applications,
research will continue to develop on the cholinergic anti-inflammatory pathway along with the
potential that the vagus nerve holds, providing an optimistic outlook on future research in the
practical application of neuromodulation as a medical science.

Conclusion

In this exposition of the vagus nerve and its function in the MGB axis, we looked into the
neuroanatomical pathways of this cranial nerve. In examining the distinctive efferent and afferent
fibres that comprise its intricate structure and cerebral origins, we also shed light on the broad
extensions of the vagal motor nucleus, explaining how it coordinates physiological responses in

221



the heart, lungs, and digestive organs. Mainly focused on the sensory ganglia that receive signals
from the GI tract and send them to the CNS, their critical function in modulating visceral
feelings was highlighted. The next phase of our investigation delved into vagal signalling in the
communication between the microbiota, gut, and brain. After discussing the grand network of the
ENS and its reciprocal interactions with the vagus nerve, it was imperative to describe its vital
function in transmitting information about gut microbes to the brainstem. The role plates by
neuroactivators, including ghrelin, CCK, serotonin, dopamine, NPY, and substance P, were also
investigated, highlighting their importance in sending signals generated from the microbiota in
the gut and further demonstrating the close relationship between the gut and brain. Finally, we
shed light on the brain-to-gut anti-inflammatory response by examining the role of efferent vagal
fibres in the cholinergic anti-inflammatory pathway and the roles of serotonin and GABA on
mood modulation where the signalling is vice versa.

Moreover, we explored various functions of the vagus nerve alongside all parts of the
MGB axis. Upon reviewing current research, it is establishable that afferent fibres contribute a
large role in the function of the vagus MGB axis than efferent fibres. Neuroanatomical pathways
provided by the four nuclei of the medulla oblongata allow for the multiple motor and sensory
functions of the vagus and the nodose ganglion, which acts as a relay site between the vagus and
the CNS. Furthermore, vagal signalling in the MGB axis follows a pathway that originates from
the microbiota and gut, which release neuroactivators that bind to the innervating ENS and
afferent vagal fibres to signal the CNS through the nodose ganglion. Lastly, newly emerging
research suggests that the efferent fibres of the vagus play a noteworthy role in the
anti-inflammatory responses stimulated by acetylcholine and the vagus mediating mood
modulators serotonin and GABA from the gut to reach the CNS.

Notwithstanding, more research and investigation are still required for the above claims
to be helpful in modern medicine and pharmacology for humans. We recommend more research
on particular microbiota and their metabolites vis-a-vis their secretion of neuroactivators to
stimulate functions throughout the gut and brain, with a particular emphasis on the
mood-modulating capabilities of the microbiota and gut and how mood affects digestive
processes.
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The Application of Enzymes in Industries By Preeti Vadlamani

Chapter 1: Introduction to enzymes

Proteins are a very important and diverse group of biological molecules found in living
organisms. They are made by linking tens, hundreds, or thousands of building blocks called
amino acids. There are 20 different types of amino acids in the structure of proteins and one
protein can differ from another one in the number, type, or the order of amino acids put together.
Each and every protein has a unique three-dimensional shape, which allows it to perform its
specific task in the cell. In order to simplify the study of proteins, their structure is broken down
to four levels of organization called the primary structure, secondary structure, tertiary structure,
and quaternary structure. Primary structure is amino acids linked together to create a polypeptide
chain by formation of peptide bonds. Secondary structure is formed when parts of the
polypeptide strand are folded into structures called Beta pleated sheets, or alpha helices, where
non-adjacent amino acids are bonded by hydrogen bonds. Tertiary structure is formed by folding
of the polypeptide, with some parts containing secondary structures into a three-dimensional
shape, by the help of hydrogen and ionic bonds and also hydrophobic interactions. Quaternary
structure is seen only in proteins that have more than one polypeptide chain, with each chain
being called a subunit. The same type of bonds and interactions responsible for tertiary structure
leads to the formation of quaternary structure.

Enzymes are a very important group of proteins which act as biological catalysts that help
speed up chemical reactions. Enzymes are made up of amino acids linked together in different
ways to form proteins. An enzyme has a three-dimensional structure which includes an active
site. An active site is the part of the enzyme where the substrate can attach to. A substrate is any
chemical or group of chemicals on which an enzyme performs catalysis. The substrate(s) will
perfectly fit in the active site, similar to how a key fits into a lock. It is important to mention that
enzymes are highly specific for their substrates, meaning they will act only on one type of
chemical and not a different one. After the active site tightly grasps the substrate, this forms an
enzyme-substrate complex, which lowers the activation energy and therefore speeds up the
reaction billions of times. This model is known as the induced fit model. In the human body
there are around 75,000 different types of enzymes! The three most important enzymes in the
human body are trypsin, lactase, and maltase. Trypsin is a digestive enzyme which helps with
digesting protein. It is produced in the pancreas where it is known as trypsinogen, it breaks down
the proteins in the small intestine. Lactase is active in the small intestine where it breaks down
lactose which is a sugar in milk. It is produced by some cells in the small intestine called
intestinal epithelial cells. Some people do not make enough lactase which makes them lactose
intolerant. Maltase is also a digestive enzyme which breaks down a sugar called maltose, which
is formed by joining two glucose molecules. It also plays a huge role in the final steps of
digestion of starches. [1]
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Chapter 2: Regulation of enzyme activity

For almost each and every enzyme, there are some molecules that may increase or
decrease the enzyme’s activity rate (measured in number or concentration of substrate
molecule(s) turned into product(s). These molecules are called activators or inhibitors. In
allosteric regulation the inhibitor or activator binds somewhere else other than the active site of
the enzyme. This process can either increase or reduce the enzyme activity by changing the
conformation of the active site, and the enzymes that are regulated due to this mechanism are
called allosteric enzymes. What makes these enzymes different from other enzymes is that they
have an active site and allosteric sites while other enzymes only have the active site. Under
normal conditions the substrate is the one that binds to the active site, however inhibitors known
as competitive inhibitors which have similar shapes as the substrate bind to the active site so the
substrate won’t be able to and decrease enzyme activity rate in this fashion, while the non
competitive inhibitors bind to a different site on the enzyme. This does not block the substrate
from binding to the active site but it slows down the reaction due to the active site becoming
distorted. An example of a competitive inhibitor would be methotrexate which is an
antineoplastic drug that has a similar form as the vitamin folic acid that prevents regenerating
dihydrofolate from tetrahydrofolate. An example of a non competitive inhibitor would be
cyanide which can affect the metabolic pathway reaction rates. Activators increase the enzyme's
activity by binding to it at their specific site different from the active site. Enzyme activity can
also be affected by pH and temperature. The enzyme activity decreases when the pH is decreased
below or increases above the optimum pH. When temperature is increased the enzyme activity is
usually sped up (as long as the enzyme is not denatured), and when the temperature decreases the
reaction is slowed down. [2]

Chapter 3: Enzymes Used in Food Industry

Did you know that enzymes have an important role in the food industry? A few important
ones would be glucoamylase, protease, lipase, esterase, lactase, and isomerase.
Glucoamylase:
In our bodies glucoamylase belongs to the glycoside hydrolase family, it is released in the small
intestine, and takes part in digestion. It breaks the bonds between glucose molecules in polymers
like starch. Glucoamylase is used throughout the food industry to produce glucose syrup; it also
plays a role in the fermentation process for ethanol and beer. Glucoamylase was discovered
around the 19th century when there was a shortage in cane sugar, since Napoleon stopped
countries he occupied to get goods from England. Around the 1960s disaccharidase research had
increased, which led to the discovery of two complex enzymes, and one of those enzymes was
glucoamylase. [3]

Protease:

In our body protease is made in the pancreas and also by fungi and bacteria on our skin. It breaks
down the proteins on our skin or in our small intestine, this can help with digestion or is

229


https://mgcub.ac.in/pdf/material/202004260026250a08fd94fd.pdf
https://infinitabiotech.com/blog/glucoamylase-enzyme/#:~:text=Glucoamylase%20has%20significant%20importance%20in,in%20the%20production%20of%20glucose

associated with swelling and pain. In the food industry, it is extracted from corn, wheat, rice, etc.
Protease is used to tender meat in the food industry, to improve the textures of baked goods (by
regulating the gluten strength), and to remove bitterness from coffee. Protease is also extracted
from fungal species. Protease was discovered in 1735, it was named after the Greek God Proteus
by Carl Linnaeus.[4]

Lipase:

In our body, lipase is produced in the mouth, stomach, and pancreas. It breaks down the fats in
our food so that they can be absorbed by the intestine. Lipase is used to flavor butter, margarine,
and many other baking products in the food industry, but it is also used to improve the texture of
cheese. Lipase is extracted from animals, and some plant sources. Lipase was discovered by
Claude Bernard in 1856, and it was discovered in pancreatic juice.[5]

Esterase:

In our bodies esterase is found in various tissues including the liver, skin, and the plasma, and it
hydrolyzes compounds containing ester, thioester bonds, and amides. Esterase also causes
prodrug detoxification or activation. It is also used to catalyze the conversion of an ester to an
alcohol and Esterase was first discovered in 1906, after 100 years of molecular biology, and
biochemistry.[6]

Lactase:

In our bodies lactase is used to help with the digestion of lactose, which is a sugar that is found
in many dairy products including milk. Lactase is used in the food industry to add flavor to
things including frozen yogurt, sweetened condensed milk, etc. Lactase is produced by the cells
lining the wall of the small intestine, it is also extracted from animals, and plants. Lactose was
discovered in milk by Bartoletti in 1619. In 1780 it was identified as a sugar by Scheele.[7]

Isomerase:

In our body the function of isomerase enzymes is to catalyze the process in which functional
groups can be transferred through a molecule, this leads to the production of isomer forms. These
enzymes are produced in various tissues and organs. Isomerase has a huge role in the food
industry to produce low calorie sweeteners and high-fructose—corn-syrup. It was discovered in
1830 by Jacob Berzelius, and its name comes from the Greek words “isos” and “meros” that
mean “equal parts”.[§]

Chapter 4: Enzymes Used in Clothing Industry

Not only are enzymes used in the food industry they are also used throughout the clothing
industry. A few important enzymes would be amylases, catalase, laccase, cellulase, pectinases,
and protease.
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Amylases:

Amylases in our bodies are used to digest starch, and it also takes part in our stomach, it is
produced in salivary glands and in the pancreas. In the clothing industry the main purpose of
amylases is to desize and to remove starch from fabrics, and it is extracted from plants. Amylase
was discovered in 1833 by Anselme Payen.[9]

Catalase:

In our bodies catalase has a role in producing water by regulating the breakdown of cellular
hydrogen peroxide. In the clothing industry it can be used to degrade lignin, and to bleach
clothing. Catalase is extracted from aerobic microorganisms. Catalase was discovered in 1818 by
Louis Jacques when he discovered hydrogen peroxide.[10]

Laccase:

Laccase is not produced in our bodies.Laccase in the clothing industry is used to bleach clothing
and to finish or dye other clothing. Laccase is extracted from fungi. Laccase was discovered by
Hikorokuro Yoshida in 1833, and its bacterial form was discovered in 1933.[11]

Cellulase:

Cellulase in our bodies is used to control sugar levels, and to keep a balanced cholesterol level
and support lowering cholesterol levels. In the clothing industry it is used to eliminate the growth
of bacteria in fabrics. Cellulase is produced by fungi and bacteria. Cellulase was discovered by
several scientists working independently.[12]

Pectinase:

In our bodies pectinase is used to promote digestion, especially with plant based foods, it helps
with a better digestion of veggies and fruits. In the clothing industry Pectinase is used for the
formation, and the pretreatment of cotton, it helps with the absorption of the product. Pectinase is
produced from bacteria and fungi. Pectinase was first seen to be reported by Z. L. Kertesz in
1930.[13]

Protease:

As already mentioned in the food industry section, protease enzymes break down proteins. In the
clothing industry protease is used to help with removing stains from clothing. It is extracted from
corn, wheat, rice, etc.It was discovered in 1735 by Carl Linnaeus and was named after the Greek
God Proteus. [4]

Chapter 5: Enzymes Used in Medical Industry

Enzymes are not only used in food and clothing industries, but they are also used in the
medical industry. A few important enzymes are protease, lipase, and
trypsin,bromelain,Streptokinase, Peroxidase, and Pepsin .
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Protease:

Protease in our bodies is used to break down the proteins on our skin and in our body. In the
medical industry protease can be used to treat cardiovascular diseases. Protease is extracted from
fungal species, corn, wheat, rice, etc.. Protease was discovered in 1735, it was named after the
Greek God Proteus by Carl Linnaeus.[4]

Lipase:

The role of lipase in our bodies is to break down the fats in the food so they are able to be
absorbed by the small intestines. In the medical industry lipase is used to produce enantiopure
drugs. It is extracted from animal enzymes. Lipase was discovered by Claude Bernard in 1856, it
was discovered in pancreatic juice.[5]

Trypsin:

The role of trypsin in our bodies is to help us with the digestion of proteins. In the medical
industry trypsin is used to help with treating swelling, and pain. Trypsin is extracted from the
pancreas. Trypsin was discovered in 1876 by Wilhelm Kuhne.[14]

Bromelain:

Even though our body is not able to produce bromelain, it still helps with creating substances for
fighting against pain, it can help with relieving pain in our bodies, it can also help with slowing
down blood clotting. In the medical industry Bromelain can help with improving drug
absorption, it can help with the treatment of many cardiovascular diseases/conditions, and wound
debridement. Bromelain is extracted from the stem of pineapple. Bromelain was discovered in
1891 by Vicente Marcano.[15]

Streptokinase:

Streptokinase does not naturally have a role in the human body. But in the medical industry it is
helpful with restoring blood flow and lyse fibrin clots. It helps with dissolving blood clots that
are formed in the blood vessels, especially arteries in the heart during a heart attack.
Streptokinase is extracted from beta hemolytic streptococcus which is a group of aerotolerant
bacteria. It was discovered in 1933 by Dr. William Smith Tillett who discovered it through sheer
serendipity.[ 16]

Peroxidase:

In the human body peroxidase is found in saliva, and it breaks down hydrogen peroxide. In the
medical field peroxidase is used in the field of biotechnology, where it can catalyze many
oxidative reactions. Peroxidase can be extracted from many organisms including plants, humans,
and bacteria. Peroxidase was discovered in 1855 by Christian Friedrich Schonbien during the
treatment of guaiacol and hydrogen peroxide.[17]
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